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A B S T R A C T

Selecting profitable stocks for investments is a challenging task. Recent research has made significant progress
on stock ranking prediction to select top-ranked stocks for portfolio optimization. However, the stocks are
only ranked by predicted stock return, ignoring the stock price volatility risk — a critical aspect for stock
selection and investments. Moreover, they preliminarily attempted to capture the effects of related stocks
from a singular relation, disregarding the rich information regarding multiple spillover effects from related
stocks and the distinctions in effects among various relations. Thus, we propose a risk and return multi-
task learning model with a heterogeneous graph attention network (HGA-MT) to predict stock ranking for
portfolio optimization. First, to aggregate the multiple spillover effects of related stocks, we introduce graph
convolutional networks to fuse the effects of related stocks in each relation and design an attention network
to allocate varying weights to different types of relationships. Second, we use a multi-task learning paradigm
to learn stock return and volatility risks jointly. The stock ranking results are calculated by simultaneously
considering the risk and return. Thus, Top-𝐾 ranked stocks are recommended in the portfolio for the next
trading day to achieve higher and more stable profits. Extensive experiments prove that HGA-MT outperforms
previous state-of-the-art methods in stock ranking and backtesting trading evaluation tasks.
. Introduction

Investing in stock markets to achieve profits is an extremely attrac-
ive topic for traders and investors. Currently, machine learning-based
ethods have shown great success in assisting financial investments [1–
]. Developing a portfolio is an important way for financial investments
ecause compared with investing in a single stock, carefully selecting
ultiple stocks as a portfolio can spread the investment risks of indi-

idual stocks [4,5]. However, there exist multiple factors that affect
tock prices [6]. The stock markets are known for their intricate and
olatile nature [7]. Therefore, it is a challenging task to incorporate
wide range of factors as well as consider return and volatility risk

o select profitable stocks, thereby establishing the portfolio for in-
estors. Recently, there have been several deep learning-based portfolio
ptimization studies that aimed to maximize stock investment prof-
ts [5,8–13]. They have formulated stock selection as a stock ranking
rediction task. The objective is to directly obtain a stock list ranked
y the anticipated return ratio for the next trading day.
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1 These authors contributed equally.

The top-ranked stocks are expected to earn higher investment rev-
enues, which are selected in a portfolio. However, previous works only
ranked and recommended stocks based on higher stock return ratios
while ignoring stock volatility risk. Risk is a crucial aspect that should
always be considered in financial investment [4]. Hence, risk-oriented
criteria should be introduced as much as possible in stock ranking for
stock selection [9]. Among other factors, stock price volatility serves as
a reliable measure for assessing trading risk [14]. It is prudent to steer
clear of stocks exhibiting high price volatility, despite the potential for
a higher return ratio on the subsequent trading day, to avoid losses
in the long run. Therefore, in order to achieve higher and more stable
profits, it is crucial to take into account both risk and return to rank
stocks for portfolio optimization. On the other hand, stock prices are
affected by multiple information sources due to the complicated stock
market environment [15,16]. Extensive stock prediction research has
been conducted using quantitative indicators, including fundamental
and technical indicators [17,18].
vailable online 30 November 2023
566-2535/© 2023 Elsevier B.V. All rights reserved.

ttps://doi.org/10.1016/j.inffus.2023.102165
eceived 8 May 2023; Received in revised form 27 November 2023; Accepted 28 N
ovember 2023

https://www.elsevier.com/locate/inffus
http://www.elsevier.com/locate/inffus
mailto:mayu@njust.edu.cn
mailto:rui.mao@ntu.edu.sg
mailto:linqika@stu.xjtu.edu.cn
mailto:wupeng@njust.edu.cn
mailto:cambria@ntu.edu.sg
https://doi.org/10.1016/j.inffus.2023.102165
https://doi.org/10.1016/j.inffus.2023.102165


Information Fusion 104 (2024) 102165Y. Ma et al.

w
W
s
i

o
0
R
M
R
a
p
8
i
r
M
t
g
a

Moreover, incorporating financial news also benefits stock price
prediction [6,19–21], because investment is likely to be affected by
news sentiment [22,23]. Finally, financial research has discovered crisis
spillover effects that the adverse effects of a crisis not only affect a
target company but also spread to its related enterprises [24]. This
is because various relationships interconnect listed companies in stock
markets, such as the supply chain [25], the shareholding chain [26],
and the industry competition relationships [27].

Recently, several studies have attempted to model stock relation
information and capture the effects of related stocks by using the graph-
based method [8,10,26,28]. Each stock is depicted as a node in a
graph, and the edge between two nodes is defined as a specific stock
relation. However, these studies only incorporated a single type of
stock relations, such as shareholding [26] or industry [8]. Furthermore,
prior studies have failed to give ample consideration to differentiating
the effects of related stock information on target stocks based on
distinct relations. Given different company relationships, the news and
stock trading impacts of related companies on a target company may
be different [5,29]. For example, the negative news about industry
competitors and the related stocks in shareholding chains may have
different impacts on the target stocks [30–32]. Therefore, it is essential
to aggregate multiple spillover effects and assign different importance
weights to different relations.

In light of the above limits, we propose a novel multi-task learning
model with a heterogeneous graph attention network (HGA-MT) that
leverages risk and return as well as stock relationships to improve
ranking-based portfolio optimization. The heterogeneous graph atten-
tion (HGA) module is introduced to fuse multi-source information,
encompassing not only the information concerning a target stock but
also information about related stocks that share multiple relationships
with the target stock. Multi-task learning is used to simultaneously
acquire knowledge regarding the risk and return associated with a
target stock.

First, we concatenate 39 quantitative indicators and financial news
features to represent the market information of each stock. The concate-
nated features are delivered to the following Bidirectional Long Short-
Term Memory (BiLSTM) [33] encoders to capture the financial tem-
poral hidden states. Second, the heterogeneous graph, which presents
the three stock relations, is reconstructed into three relation-specific
subgraphs. We employ Graph Convolutional Networks (GCN) [34] to
fuse the effects of related stocks in each relation and assign different
importance to different relation types by an attention mechanism.
Third, the fused information is fed to the multi-task learning module to
learn and predict the stock return and volatility risk on the next trading
day. The investment-oriented stock ranking results are given by a score
function, incorporating the predicted risk and return. Finally, 𝐾 stocks

ith the highest scores are selected to invest on the next trading day.
e test the effectiveness of the proposed HGA-MT model in Chinese

tock markets and execute the experiments with the stock set of CSI100
ndex constituent stocks.

For stock ranking performance, the results indicate that our model
utperforms previous state-of-the-art methods, i.e., MAC [15] with
.0118 (11.09%) gains in Precision and 0.0221 (8.29%) gains in Mean
eciprocal Rank (MRR) on average. For the financial evaluation, HGA-
T exceeds MAC by 0.0510 (14.94%) in cumulative Investment Return
atio (IRR) and 0.2055 (11.24%) in Sharpe (SP) ratio on average,
chieving higher profits in the backtesting trading. Additionally, com-
ared to MAC, HGA-MT yields a lower Maximum Drawdown (MDD,
.81% vs. 7.54% on average), indicating that HGA-MT achieves lower
nvestment risk. Our ablation study shows that learning both risk and
eturn can yield more accurate return-based stock ranking predictions.
eantime, ranking stocks by considering both risk and return fac-

ors deliver more robust portfolio profits. Finally, learning and distin-
uishing multiple stock relationships also contribute to higher ranking
ccuracy and investment profits.
2

The contributions of this work are threefold:
• We propose a multi-task learning model that jointly learns the
stock return and volatility risk for stock ranking prediction, which
can achieve higher and more stable profits. To the best of our
knowledge, we are the first to incorporate the concept of stock
price volatility risk through multi-task learning into the stock
ranking prediction model for portfolio optimization.

• We introduce an HGA module based on GCN and attention net-
works to fuse the multiple effects of related stocks to target stocks.
The HGA module can disentangle various stock relationships and
effectively integrate the related stock information by assigning
varying degrees of importance.

• Extensive experimental results indicate that our proposed model
outperforms the state-of-the-art baselines in terms of stock rank-
ing and financial evaluation, demonstrating our model’s effective-
ness.

The rest of this paper is organized as follows: Section 2 presents
the related works; Section 3 describes our proposed HGA-MT method;
Section 4 presents our experimental settings; Section 5 reports the eval-
uation results, ablation, and hyperparameter analysis; Finally, Section 6
concludes this work and suggests future work directions.

2. Related work

2.1. Ranking-based stock portfolio optimization

A crucial task for financial investments is constructing the portfolio
by selecting profitable stocks. Extensive research has been conducted
for stock selection and portfolio optimization, forming different re-
search directions with different emphases, based on different perspec-
tives and forms [35–39]. Among these approaches is the conceptu-
alization of the portfolio optimization task as a stock ranking task,
aimed at ranking stocks with the potential for higher returns, and
then incorporating high-ranked stocks into the portfolio [40,41]. The
advantage of such a task formulation is that: (1) The stock ranking
approach provides a straightforward and transparent mechanism for
portfolio optimization. Investors can easily understand the rationale
behind including or excluding specific stocks based on their ranking.
(2) By explicitly emphasizing the ranking of stocks according to their
potential for higher returns, this approach directs attention to one
of the key goals of portfolio optimization: maximizing returns. (3)
The success of deep learning in financial forecasting can be attributed
to its proficiency in complex pattern recognition and holistic feature
integration. Harnessing these strengths in a regression-like framework
is optimally achieved by framing the portfolio optimization task as a
ranking task. Consequently, an intuitive approach is to rank stocks,
based on time-series prediction.

As the pioneer, Feng et al. [9] tailored the deep learning models
for stock ranking prediction to select top-ranked stocks for portfolio
optimization. Sawhney et al. [10] proposed a neural hypergraph frame-
work for stock selection, resulting in a list of stocks prioritized based on
their return ratios. The top-ranked stocks with higher expected returns
were selected for investment. Ma et al. [5] proposed an attribute-
oriented fuzzy hypergraph model for stock recommendations, which
also focused on stock ranking prediction to recommend top-ranked
stocks. Feng et al. [12] designed a model to recommend Top-N return
ratio stocks, which combined a time series module for encoding timing
characteristics with attributed GCN for capturing correlation topology
information.

These ranking-based models have achieved promising results for
stock selection and portfolio optimization [5,8,10,42]. However, these
methods obtained the stock ranking results only based on higher ex-
pected returns without considering stock price volatility risks. As a cru-
cial aspect, risk should be considered in financial investments [4]. The
classical study on stock ranking prediction indicated that risk-oriented

criteria should be introduced in stock ranking [9].
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Therefore, it is essential to consider both the risk and return con-
currently to achieve more reasonable stock ranking outcomes that can
optimize the investment portfolio. Stock price volatility can serve as a
reliable measure to assess trading risk [14]. This notion has motivated
us to construct a multi-task learning model that can simultaneously
acquire knowledge about both the stock return and risk.

2.2. Multi-source information for stock price prediction

Stock prices are affected by multi-source information in complex
stock trading environments [15,43]. Extensive research indicated that
fundamental and technical indicators reflect the profitability of listed
companies and stock price patterns, which help to predict stock prices
[18,44]. Moreover, research on event-driven trading shows that ma-
terial news can significantly influence stock return volatility [45,46],
while the market volatility also impacts the cognition of market partic-
ipants [47]. Excessive media attention and negative news would cause
abnormal stock price volatility [48,49]. Several existing research works
combine technical indicators with financial news to predict stock price,
demonstrating that financial news is essential information for effective
stock price prediction [21,40,50]. Besides, with the developments of
the market economy, listed companies are connected through various
relations, such as supply chain [25], shareholding chain [26] and
industry competitor relations [27]. Research on public opinion crisis
management argues that there are spillover effects among interrelated
firms. The public judgment of a company will be affected by the
information about its related companies [51].

Recently, several works have attempted to use stock relations to
aid stock price prediction [46,52]. Graph-based models were used to
capture the impacts of related stocks [28,53,54]. To incorporate stock
relation information, Wu et al. [54] used historical price correlations
among stocks to construct a correlation graph, which improved the
stock price prediction in the Chinese stock markets. Chen et al. [26]
proposed a GCN-based framework to improve the performance of stock
price movement prediction by aggregating the data of relevant stocks
from a shareholding graph. Hsu et al. [8] built a hierarchical industry
graph by analyzing the relation between industries for stock ranking
prediction and profitable stock recommendations. Although the above
models have attempted to capture the effects of related stocks, these
studies only fuse the effects from a single stock relation, such as
shareholding [26] or industry [8,10].

In practice, listed companies are connected through various rela-
tionships [25–27]. Stock prices are also affected by the spillover effects
of various relations [15,29]. It may result in sub-optimal prediction
results due to insufficient valid information if only a single type of
related stock is considered. Ma et al. [15] proposed a multi-source
aggregated classification model based on GCN for stock price predic-
tion, which can aggregate the effects of related stocks in the supply
chain, shareholding chain, and industry competitors. They organized
the stock relation graph with three relations as a homogeneous graph
and indiscriminately integrated information from related stocks with
equal weights. However, the impact of each relation on a specific stock
node is not uniform [5,29]. For example, related stocks in shareholding
chains and industry competitors possess distinct influence levels on
the target stocks [30–32]. Therefore, it is critical to consolidate the
spillover impacts of related stocks across multiple relations and profi-
ciently discern the variations in the degrees of these effects in different
relations.

To sum up, there are two shortcomings in the aforementioned
related works. On the one hand, the research on stock ranking predic-
tion for portfolio optimization obtained the stock ranking results only
based on higher expected returns while the stock price volatility risk is
disregarded. As a crucial aspect of financial investments, risk-oriented
criteria should be considered and introduced into the stock ranking
3

method for stock selection. e
On the other hand, most existing research preliminarily attempted
to capture the effects of related stocks from a singular relation, disre-
garding the multiple spillover effects from related stocks with different
relationships. Moreover, existing research ignored the distinctions in
effects from various relations. The effects of each relation on the
target stock are different. To effectively capture the effects of related
stocks, the effects of related stocks from various relations should be
aggregated, and the distinctions in relation strength should be learned.
Table 1 shows the difference between the most relevant works and our
proposed method.

3. Methodology

Following previous studies [8–10], stock portfolio optimization is
formulated as a stock ranking problem to select superior stocks in this
work. We propose an HGA-MT method for stock ranking and portfolio
optimization. The model introduces an HGA mechanism to fuse the
textual and quantitative features of multiple related stocks and employs
a multi-task learning paradigm to concurrently learn both the stock
risk and return. Given 𝑆 =

{

𝑠1, 𝑠2,… , 𝑠𝑁
}

is the set of 𝑁 stocks, our
task is to predict the stock ranking results of the 𝑁 stocks on the
next trading day, and then accordingly select Top-𝐾 ranked stocks to
achieve a higher and sound investment revenue. As shown in Fig. 1,
the proposed HGA-MT method includes four technical components.
First (Section 3.1), we obtain the quantitative indicators and news
features of 𝑁 stocks in the set 𝑆 and use a BiLSTM encoder to capture
the temporal information. The input feature (𝐹 ) of each training step
aggregates the features of the 𝑁 stocks over a time window of 𝑇
days. 𝑇 represents the count of trading days preceding the day of
stock ranking prediction. The BiLSTM yields the post-encoding feature
matrix (𝐻) of the 𝑁 stocks, subsequently. Second (Section 3.2.1), the
stock relationship data of the 𝑁 stocks are collected and presented via
a heterogeneous graph (𝐺), including the supply chain, shareholding
chain, and industry competitor relationships. To distinguish the effects
of related stocks in different relation types, we construct three relation-
specific subgraphs that are defined as 𝐺𝑠𝑢, 𝐺𝑠ℎ and 𝐺𝑐𝑜, corresponding
to supply, shareholding, and industry competitor relationships, respec-
tively. Third (Section 3.2.2), GCN is utilized to capture the stock
relations, fuse the effects of related stocks in each relationship, and an
attention mechanism is utilized to assign different weights to different
relation types. We aggregate the overall effects of related stocks to
form a post-fusion matrix (𝑋) by summing up the weighted information
extracted from the supply chain (𝑋𝑠𝑢), shareholding chain (𝑋𝑠ℎ), and
industry competitor (𝑋𝑐𝑜) relationships. Finally (Section 3.3), the post-
fused matrix 𝑋 is learned in a multi-task learning paradigm to predict
the stock return (𝑦̂𝑅𝑒𝑡𝑢𝑟𝑛𝑡+1 ) and volatility risk (𝑦̂𝑅𝑖𝑠𝑘𝑡+1 ) on the next trading
day 𝑡+1. We obtain the stock ranking results ( ̂𝑅𝑎𝑛𝑘𝑅𝑂𝑅

𝑡+1 ) by considering
both the risk and return in a score function. The Top-𝐾-ranked stocks
are selected as an investment portfolio to achieve sound investment
profits. The description of symbols that are introduced in this paper
is shown in Table 2.

3.1. Stock feature extraction

3.1.1. Quantitative indicator and news feature extraction

The extraction of quantitative indicators. Extensive research [2,6,
18] has proved that fundamental2 and technical indicators3 are effec-
tive features for stock price prediction. Following previous studies [15,

2 The fundamental features are used to show the intrinsic value of stocks
rom several aspects, such as profitability, operating ability, capital structure,
nd liquidity analysis.

3 The technical indicators are used to capture the stock price patterns by
he mathematical operation based on the given historical transaction data,

.g., price, trading volume or time span.
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Table 1
The comparison of related works with our proposed method. QI denotes the quantitative indicators; News denotes the financial news features. RSL denotes relation strength

learning.
Studies Features Modeled relationships RSL Selected by

QI News Return Risk

Sawhney et al. [10] ✓ – Industry — ✓ —
Hsu et al. [8] ✓ – Industry — ✓ —
Ma et al. [5] ✓ – Industry, Concept,

Fund-hold.
— ✓ —

Feng et al. [12] ✓ – Price trend — ✓ —
Wu et al. [54] ✓ – Price trend — ✓ —
Chen et al. [26] ✓ – Sharehold. — ✓ —
Ma et al. [15] ✓ ✓ Supply, Sharehold.,

Industry competitor
— ✓ —

Ours ✓ ✓ Supply, Sharehold.,
Industry competitor

✓ ✓ ✓
Fig. 1. Overview of the HGA-MT framework.
20,43,44,55] with superior prediction results, 39 widely used indicators
are used in this work, including 8 fundamental features that show
the intrinsic values of stocks and 31 technical indicators that capture
the stock price patterns. These fundamental and technical indicators
are denoted as quantitative indicators. Table 3 shows all quantitative
indicators used in this work. The original stock data were gathered from
the RESSET platform.4 Then, Min-Max normalization is employed to
standardize each indicator [43], owing to their distinct value ranges.
The quantitative indicators of Stock 𝑖 in the trading Day 𝑡 are described
as:

𝐪𝑖,𝑡 = [𝑅𝑂𝐴𝑖,𝑡, 𝐷𝐴𝑅𝑖,𝑡,… , 𝐿𝑜𝑤𝑒𝑟𝐵𝑎𝑛𝑑𝑖,𝑡], (1)

where 𝐪𝑖,𝑡 ∈ R1×39. 39 is the vector dimension of quantitative indicators.

The extraction of news features. With the advancement of natural
language processing techniques, financial news has been wildly incor-
porated with quantitative indicators to improve stock price prediction
accuracy. Our previous work [15] proves that a pre-trained Market-
driven Sentiment Classifier (MSC) can effectively generate market-
driven news sentiment features. Therefore, the MSC module from
the previous work [15] is also applied to generate news embedding
features in this study. MSC is a pre-trained sentiment classifier based on
Chinese-
RoBERTa [56] and news titles. The pre-training process encompasses
training a Chinese-RoBERTa classifier to learn market-driven sentiment
polarities. The polarity labels of market-driven sentiment are estab-
lished based on the variation in stock prices on the day after the news
release.

4 RESSET (http://www.resset.com/) is a Chinese platform, providing
financial and economic information.
4

If the stock price goes down, the sentiment label of the news title is
negative; otherwise, positive. In our application, the pre-trained MSC
from the work of Ma et al. [15] is used to generate embeddings for
news titles. In practical scenarios, a stock may receive more than one
news article in a day. Therefore, the news embeddings of the stock in a
day are averaged, thereby obtaining a daily news feature (𝐧 ∈ R1×768,
where 768 is the vector dimension of news feature) to represent all
news titles in a day. The process of generating a news embedding of
the Stock 𝑖 in Day 𝑡 can be defined as:

𝐧𝑖,𝑡 = 𝑀𝑆𝐶(𝑁𝑒𝑤𝑠1, 𝑁𝑒𝑤𝑠2,… , 𝑁𝑒𝑤𝑠𝑚), (2)

where 𝐧𝑖,𝑡 ∈ R1×768 denotes the daily news feature of Stock 𝑖 on Day 𝑡.
𝑀𝑆𝐶(⋅) refers to the pre-trained MSC-based news embedding genera-
tor. 𝑁𝑒𝑤𝑠1,… , 𝑁𝑒𝑤𝑠𝑚 are 𝑚 financial news titles on Day 𝑡 related to
Stock 𝑖.

Then, the quantitative indicators 𝐪𝑖,𝑡 and news features 𝐧𝑖,𝑡 of Stock
𝑖 on Day 𝑡 are concatenated (⊕), yielding its daily feature (𝐟𝑖,𝑡) by

𝐟𝑖,𝑡 =
[

𝐪𝑖,𝑡 ⊕ 𝐧𝑖,𝑡
]

, (3)

where 𝐟𝑖,𝑡 ∈ R1×807 denotes the daily feature of Stock 𝑖 on Day 𝑡. 807 is
the vector dimension of concatenated quantitative indicators and news
features.

3.1.2. Temporal feature extraction
The stock market data are typical time series data. BiLSTM performs

well in processing sequential data in stock price prediction [1–3]. Thus,
BiLSTM is used to learn the time series features. For a training step that
learns the stock risk and return at Day 𝑡 + 1, the features in lookback
window 𝑇 are used to capture the time series information. The lookback
window 𝑇 denotes 𝑇 trading days before the prediction day (Day 𝑡+1),
i.e., 𝑇 trading day from 𝑡 − 𝑇 + 1 to 𝑡.

http://www.resset.com/
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Table 2
Symbol description.

Notation Description

𝑆 The set of stocks.
𝑁 The number of stocks in the stock set 𝑆.
𝐾 The number of top-ranked stocks in an

investment portfolio.
𝑇 The number of trading days before the

prediction day.
𝐪𝑖,𝑡 𝐪𝑖,𝑡 ∈ R1×39, the quantitative indicators of

Stock 𝑖 on Day 𝑡.
𝐧𝑖,𝑡 𝐧𝑖,𝑡 ∈ R1×768, the news features of Stock 𝑖 on

Day 𝑡.
𝐟𝑖,𝑡 𝐟𝑖,𝑡 ∈ R1×807, the daily features of Stock 𝑖 on

Day 𝑡.
𝐹𝑖 𝐹𝑖 ∈ R𝑇×807, the feature matrix of Stock 𝑖

within a time window 𝑇 .
𝐹 𝐹 ∈ R𝑁×𝑇×807, the feature matrix of 𝑁 stocks

within a time window 𝑇 .
𝐻 𝐻 ∈ R𝑁×200, the hidden states of BiLSTM of

𝑁 stocks, representing the feature matrix of
𝑁 stocks.

𝐺 = (𝑉 ,𝐸,𝑅) 𝐺 is a heterogeneous graph of stock relation.
𝑉 is the set of nodes (stocks). 𝐸 is the set of
edges (relations). 𝑅 is the set of relation
types, including supply chain (𝑠𝑢),
shareholding chain (𝑠ℎ) and industry
competitor (𝑐𝑜) relation.

𝐺𝑠𝑢, 𝐺𝑠ℎ, 𝐺𝑐𝑜 𝐺𝑠𝑢, 𝐺𝑠𝑢, 𝐺𝑠𝑢 are the subgraphs of 𝐺 only
containing the 𝑠𝑢, 𝑠ℎ and 𝑐𝑜 relation,
respectively.

𝐴𝑠𝑢, 𝐴𝑠ℎ, 𝐴𝑐𝑜 𝐴𝑠𝑢, 𝐴𝑠ℎ, 𝐴𝑐𝑜 ∈ R𝑁×𝑁 , the adjacency matrix
associated with the subgraphs 𝐺𝑠𝑢, 𝐺𝑠ℎ and
𝐺𝑐𝑜, respectively.

𝐿𝑠𝑢, 𝐿𝑠ℎ, 𝐿𝑐𝑜 𝐿𝑠𝑢, 𝐿𝑠ℎ, 𝐿𝑐𝑜 ∈ R𝑁×200, the hidden states of
GCN, fusing the features of related stocks in
the 𝑠𝑢, 𝑠ℎ and 𝑐𝑜 relations, respectively.

𝑀𝑠𝑢, 𝑀𝑠ℎ, 𝑀𝑐𝑜 𝑀𝑠𝑢, 𝑀𝑠ℎ, 𝑀𝑐𝑜 ∈ R𝑁×400, the concatenation of
𝐿𝑠𝑢, 𝐿𝑠ℎ and 𝐿𝑐𝑜 with 𝐻 , respectively.

𝑎𝑠𝑢, 𝑎𝑠ℎ, 𝑎𝑐𝑜 𝑎𝑠𝑢, 𝑎𝑠ℎ, 𝑎𝑐𝑜 ∈ R𝑁×1, the importance
(attention) weights of related stocks in 𝑠𝑢, 𝑠ℎ
and 𝑐𝑜 relations, respectively.

𝑋𝑠𝑢, 𝑋𝑠ℎ, 𝑋𝑐𝑜 𝑋𝑠𝑢, 𝑋𝑠ℎ, 𝑋𝑐𝑜 ∈ R𝑁×400, the effects of related
stocks from the 𝑠𝑢, 𝑠ℎ and 𝑐𝑜 relations,
respectively, given by HGA.

𝑋 𝑋 ∈ R𝑁×400, a post-fusion matrix that
aggregates the effects of related stocks from
the 𝑠𝑢, 𝑠ℎ and 𝑐𝑜 relations.

𝑘 The hyperparameter for GCN layers.
𝛼 The hyperparameter for balancing the losses

of the two subtasks.

Table 3
The employed fundamental and technical indicators of stocks.

Feature name Feature name

Return on Asset (ROA) Debt Asset Ratio (DAR)
Earnings Per Share (EPS) Total Assets Growth Rate (TAGR)
Operational Profit (OProfit) Revenue Growth Rate (RGR)
Asset Turnover Rate (ATR) Gross profit growth rate (GPGR)
Opening/Closing Price
(OP/CP)

Moving Average
(MA10/MA20/MA30)

Highest/Lowest Price
(HP/LP)

Simple/Exponential Moving Average
(SMA/EMA)

Volume of Trade (Vol) Relative Strength Index
(RSI6/RSI12/RSI24)

Turnover Rate (TurR) Money Flow Index (MFI)
Daily Return (DR) Daily Amplitude (DA)
Price-to-Earnings Ratio
(P/E)

Stochastic Indicator KDJ
(Slowk/Slowd)

Price-to-Book Ratio (P/B) True/Average True Range (TR/ATR)
Price-to-Sales Ratio (P/S) Williams Indicator (WR)
Moving Average
Convergence and
Divergence
(DIFF/DEA/MACD)

Bollinger Bands
(UpperBand/ MiddleBand/
LowerBand)
5

Then, the input features of Stock 𝑖 in a training step are defined as

𝐹𝑖 =
[

𝐟𝑖,𝑡−𝑇+1,… , 𝐟𝑖,𝑡−1, 𝐟𝑖,𝑡
]

, (4)

where 𝐹𝑖 ∈ R𝑇×807 is the feature matrix of the Stock 𝑖 during the
preceding 𝑇 trading days. We analyze the sensitivity of 𝑇 in Section 5.3.

Next, 𝐹𝑖 is fed into a single BiLSTM layer with a dropout ((⋅)) to
discover temporal patterns of Stock 𝑖:

ℎ𝑖,𝑡+1 = (𝐵𝑖𝐿𝑆𝑇𝑀(𝐹𝑖)), (5)

where ℎ𝑖,𝑡+1 ∈ R1×200 is the final hidden states of 𝐵𝑖𝐿𝑆𝑇𝑀(⋅) outputs of
Stock 𝑖 with the dropout. The hidden state size of the BiLSTM layer is
200. Since there are 𝑁 input stocks at a training step, the overall input
feature set is 𝐹 ∈ R𝑁×𝑇×807. After BiLSTM encoding 𝐹 and dropout, the
temporal features (𝐻) of all stocks are defined as:

𝐻 =
[

ℎ1,𝑡+1, ℎ2,𝑡+1,… , ℎ𝑖,𝑡+1,… , ℎ𝑁,𝑡+1
]

, (6)

where 𝐻 ∈ R𝑁×200 denotes the feature matrix of 𝑁 stocks.

3.2. Information fusion of related stocks

In this section, we first develop the stock relation graphs that are
used to present the relations between stocks (Section 3.2.1). Then, we
present the process for the information fusion of related stocks based
on the proposed HGA module (Section 3.2.2).

3.2.1. Stock relation graph construction
The relationships among listed companies are diverse and inter-

connected. Stock prices are affected by multiple spillover effects from
related stocks. The relation graph is an appropriate method for repre-
senting the stock relationship information. In this study, we collect the
relationship data for 𝑁 stocks from Qichacha,5 including the supply
chain (suppliers and customers), the shareholding chain (holding and
being held), and the industry competitor relationships. Qichacha is a
leading information service in China that focuses on companies’ enter-
prise credit and relationship information. They objectively determine
the related companies of each company based on official reports and
announcements. More details regarding the data collection and stock
relations extraction by Qichacha are shown in Appendix A. In this work,
the interactive relations among stocks are obtained from Qichacha.

Then, the relationship data of 𝑁 stocks is presented by a heteroge-
neous graph (𝐺). In the heterogeneous graph 𝐺 = (𝑉 ,𝐸,𝑅), 𝑉 is the
set of 𝑁 nodes, where each node denotes a stock. In this study, the
node (stock) set 𝑉 includes 86 nodes (stocks) (𝑁=86, details shown
in Section 4.1). 𝐸 is the set of edges, where each edge represents that
two connected stocks have a type of business relationship. In this study,
the set 𝐸 includes 336 edges, indicating 336 pairwise relationships
among 86 stocks. 𝑅 is the set of edge types (i.e., relation types). In our
work, 𝑅 includes three types: the supply chain (𝑠𝑢), the shareholding
chain (𝑠ℎ), and the industry competitor (𝑐𝑜) relationships. Each edge in
set 𝐸 belongs to one of the three edge types.

In the stock relation heterogeneous graph, a stock node is usually
linked with other stock nodes by multiple relations. Related nodes in
different relation types have different influences on the target stock
node because the spillover effects on different relation types are dif-
ferent. Therefore, the information aggregation of related stock nodes
in different relation types should be distinguished. According to the
relation types in the heterogeneous graph (𝐺), we construct three
relation-specific subgraphs, namely 𝐺𝑠𝑢, 𝐺𝑠ℎ and 𝐺𝑐𝑜. Fig. 2 shows the
process of developing the stock relation graphs and the adjacent matri-
ces. 𝐺𝑠𝑢 = (𝑉 ,𝐸𝑠𝑢) denotes the subgraph of 𝐺 only containing the supply
chain relation, where all nodes are linked by supply chain relations.
Similarly, 𝐺𝑠ℎ and 𝐺𝑐𝑜 refer to the subgraphs only connecting stock
nodes by shareholding and industry competitor relations, respectively.

5 https://www.qcc.com/

https://www.qcc.com/
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Fig. 2. The illustration of stock relation graph and adjacent matrix construction.
According to the subgraphs 𝐺𝑠𝑢, we construct the relation-specific
adjacency matrix 𝐴𝑠𝑢 ∈ R𝑁×𝑁 which illustrates the supply relationships
between the 𝑁 stocks. The adjacency matrix 𝐴𝑠𝑢 is defined as Eq. (7).
𝑎𝑖,𝑗 is the element of Matrix 𝐴𝑠𝑢. If Stocks 𝑖 and 𝑗 share a supply chain
relation (the nodes are connected), the conjunction 𝑎𝑖,𝑗 is 1, otherwise
is 0.

𝐴𝑠𝑢 =

⎡

⎢

⎢

⎢

⎢

⎣

𝑎1,1 𝑎1,2 ... 𝑎1,𝑁
𝑎2,1 𝑎2,2 ... 𝑎2,𝑁
⋮ ⋮ ⋱ ⋮

𝑎𝑁,1 𝑎𝑁,2 ... 𝑎𝑁,𝑁

⎤

⎥

⎥

⎥

⎥

⎦

(7)

Similarly, we can obtain the adjacency matrix 𝐴𝑠ℎ ∈ R𝑁×𝑁 and
𝐴𝑐𝑜 ∈ R𝑁×𝑁 , representing the shareholding chain and industry com-
petitor relationships among the 𝑁 stocks, respectively.

3.2.2. HGA-based information fusion of related stocks
Since the stock relationships are represented by graphs, to combine

the impacts of associated stocks, we adopt a GCN network [34] to learn
the graph. The GCN has demonstrated the ability to efficiently acquire
the structural information present in graphs [57–59]. The inputs of the
GCN model consist of a feature matrix, including each node’s features,
and an adjacency matrix, presenting the relationships between nodes.
The GCN model can update the feature representation of each node
according to the adjacency matrix and fuse the features of its neighbor
nodes by the convolutional operation. In practice, the effect extent of
every relation to the nodes is different. For example, the effects of
related stocks in the shareholding chain differ from those of industry
competitors. Thus, assigning different importance weights to different
relations is essential. We propose the HGA module to aggregate the
effects of related stocks in multiple relationships by GCN networks and
assign different importance weights to different relation types by an
attention mechanism.

The process of the HGA module for the information fusion of related
stocks is shown in Fig. 3. To learn the impacts of related stocks in
supply chain relation, first, the feature matrix (𝐻) and the adjacency
matrix (𝐴𝑠𝑢) containing the supply chain relations between these nodes
are input into a GCN layer for convolutional processing (see Eq. (8)).
The feature vector of every node is enhanced by integrating the in-
formation from neighboring nodes in GCN. Consequently, the updated
hidden states of each stock node in 𝐿𝑠𝑢 encompasses the information
about its interrelated stocks in the supply chain relation.

𝐿𝑠𝑢 = 𝑅𝑒𝐿𝑈 (𝐷̃−1∕2𝐴𝑠𝑢𝐷̃
−1∕2𝐻𝑊 ), (8)

where 𝐷̃−1∕2𝐴𝑠𝑢𝐷̃−1∕2 ∈ R𝑁×𝑁 is Laplacian matrix. 𝐷̃ ∈ R𝑁×𝑁 denotes
a diagonal degree matrix, where 𝐷̃ = 𝛴𝑗𝐴𝑖,𝑗 . 𝐴𝑠𝑢 ∈ R𝑁×𝑁 is an
adjacency matrix. 𝑊 ∈ R200×200 denotes trainable parameters in the
GCN layer. We use a 𝑅𝑒𝐿𝑈 (⋅) activation function. 𝐿𝑠𝑢 ∈ R𝑁×200 is
the activated GCN output, whose hidden state size is 200. 𝐿𝑠𝑢 repre-
sents the updated representation of each stock node in the graph by
6

leveraging the information of its related stocks in the supply chain
relationship. Then, the GCN output matrix 𝐿𝑠𝑢 and the feature matrix
𝐻 are concatenated.

𝑀𝑠𝑢 = 𝐿𝑠𝑢 ⊕𝐻, (9)

where 𝑀𝑠𝑢 ∈ R𝑁×400. 400 is the matrix dimension of concatenated 𝐻
and 𝐿𝑠𝑢.

Next, considering the fact that related stocks in different relation
types have different impacts and importance on the target stock, the
model should learn the importance of each relation. The matrix 𝑀𝑠𝑢 is
fed into a dense layer and sigmoid to calculate the importance weight
(𝑎𝑠𝑢 ∈ R𝑁×1) of related stocks in supply chain relation

𝑎𝑠𝑢 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝐷𝑒𝑛𝑠𝑒(𝑀𝑠𝑢)). (10)

This process is defined as the attention layer in Fig. 3.
With the weight coefficient, the information of related stocks in the

supply chain relation (𝑋𝑠𝑢 ∈ R𝑁×400) can be captured by Eq. (11),
where ⊙ indicates dot product

𝑋𝑠𝑢 = 𝑎𝑠𝑢 ⊙𝑀𝑠𝑢. (11)

Similarly, we can obtain the feature matrices 𝑀𝑠ℎ and 𝑀𝑐𝑜, and the
importance weights 𝑎𝑠ℎ and 𝑎𝑐𝑜, thereby capturing the effects of the
related stocks in shareholding (𝑋𝑠ℎ) and industry competitor (𝑋𝑐𝑜)
relationships.

The final representation of a stock node can be obtained by aggre-
gating the information of related stocks in the supply chain, sharehold-
ing chain, and industry competitor relationships:

𝑋𝑡 = 𝑋𝑠𝑢 +𝑋𝑠ℎ +𝑋𝑐𝑜. (12)

This process of HGA can be repeated 𝑘 times for more comprehen-
sive feature fusion. We examine the GCN layers with different 𝑘 values
in Section 5.3.

3.3. Multi-task learning risk and return for stock ranking

3.3.1. Multi-task learning risk and return
Both risk and return drive investment decision-making. This inspires

us to use a multi-task learning paradigm to jointly learn risk and return
for stock ranking. The multi-task learning module can improve return
and risk predictability because these learning tasks can leverage shared
knowledge and utilize the correlation between them to enhance their
generalization performance. More importantly, by taking into account
both the predicted stock return ratio and stock volatility risk, we
can attain more appropriate stock ranking results rather than solely
prioritizing them based on their return ratios.



Information Fusion 104 (2024) 102165Y. Ma et al.
Fig. 3. The illustration of the proposed HGA module for the information fusion of related stocks.
Fig. 4. The method for computing ground truth risk (𝑦𝑅𝑖𝑠𝑘𝑖,𝑡+1) and return (𝑦𝑅𝑒𝑡𝑢𝑟𝑛𝑖,𝑡+1 ) labels for Stock 𝑖 at trading Day 𝑡 + 1.
The stock return ratio is used as a training target for learning the
‘‘return’’ subtask. The ground truth return ratio of Stock 𝑖 on the trading
Day 𝑡 + 1 is denoted as

𝑦𝑅𝑒𝑡𝑢𝑟𝑛𝑖,𝑡+1 =
𝐶𝑃𝑖,𝑡+1 − 𝐶𝑃𝑖,𝑡

𝐶𝑃𝑖,𝑡
, (13)

where the 𝐶𝑃𝑖,𝑡+1 and 𝐶𝑃𝑖,𝑡 are the close price of Stock 𝑖 on the trading
Day 𝑡 and Day 𝑡 + 1, respectively.

The stock price volatility during a period of time is used as another
training target for learning the ‘‘risk’’ subtask. Wild volatility means
higher risk. We define the standard deviation of 10-day close prices
from Day 𝑡 − 4 to Day 𝑡 + 5 as the ground truth risk of Stock 𝑖 on Day
𝑡 + 1:

𝑦𝑅𝑖𝑠𝑘𝑖,𝑡+1 =

√

∑𝑡+5
𝑗=𝑡−4(𝐶𝑃𝑖,𝑗 − 𝐶𝑃𝑖)

10
, (14)

where 𝑗 ∈ {𝑡 − 4, 𝑡 − 3,… , 𝑡 + 5}. 𝐶𝑃𝑖,𝑗 is the close price of Stock 𝑖 on
the trading Day 𝑗. 𝐶𝑃𝑖 is the mean value of 𝐶𝑃𝑖,𝑗 during 10 trading
days from Day 𝑡− 4 to Day 𝑡+ 5. We heuristically used the close prices
during 10 trading days (trading days in two weeks) to calculate the risk
label. Noticeably, the close prices from 𝑡 − 4 to 𝑡 + 5 are only used to
calculate the risk label on Day 𝑡 + 1. The risk label (𝑦𝑅𝑖𝑠𝑘𝑖,𝑡+1) and return
label (𝑦𝑅𝑒𝑡𝑢𝑟𝑛𝑖,𝑡+1 ) are our training targets rather than model input. Thus,
the proposed method does not involve the issue of label leakage. The
calculation process for 𝑦𝑅𝑒𝑡𝑢𝑟𝑛 and 𝑦𝑅𝑖𝑠𝑘 is shown in Fig. 4.
7

𝑖,𝑡+1 𝑖,𝑡+1
The process of stock selection by multi-task learning risk and return
is shown in Fig. 5. The matrix 𝑋 that aggregates the information from
related stocks is fed into task-specific layers to learn features related
to each subtask. Task-specific layers are composed of two dense layers.
The predictions of return and risk measures for 𝑁 stocks on the trading
Day 𝑡 + 1 can be yielded from their task-specific layers

𝑦̂𝑅𝑒𝑡𝑢𝑟𝑛𝑡+1 = 𝐷𝑒𝑛𝑠𝑒(𝑅𝑒𝐿𝑈 (𝐷𝑒𝑛𝑠𝑒(𝑅𝑒𝐿𝑈 (𝐷𝑒𝑛𝑠𝑒(𝑋))))),

𝑦̂𝑅𝑖𝑠𝑘𝑡+1 = 𝐷𝑒𝑛𝑠𝑒(𝑅𝑒𝐿𝑈 (𝐷𝑒𝑛𝑠𝑒(𝑅𝑒𝐿𝑈 (𝐷𝑒𝑛𝑠𝑒(𝑋))))),
(15)

where 𝑦̂𝑅𝑒𝑡𝑢𝑟𝑛𝑡+1 =
[

𝑦̂𝑅𝑒𝑡𝑢𝑟𝑛1,𝑡+1 , 𝑦̂𝑅𝑒𝑡𝑢𝑟𝑛2,𝑡+1 ,… , 𝑦̂𝑅𝑒𝑡𝑢𝑟𝑛𝑁,𝑡+1

]

,

𝑦̂𝑅𝑖𝑠𝑘𝑡+1 =
[

𝑦̂𝑅𝑖𝑠𝑘1,𝑡+1, 𝑦̂
𝑅𝑖𝑠𝑘
2,𝑡+1,… , 𝑦̂𝑅𝑖𝑠𝑘𝑁,𝑡+1

]

. 𝑦̂𝑅𝑒𝑡𝑢𝑟𝑛𝑡+1 ∈ R𝑁×1 and 𝑦̂𝑅𝑖𝑠𝑘𝑡+1 ∈ R𝑁×1 are
the predicted return ratio and risk of 𝑁 stocks on the trading Day 𝑡+1,
respectively.

The multi-task learning objective is optimized using a joint loss
function, which simultaneously predicts the return ratio and risk of
stocks. It updates network parameters by combining the loss values
of both subtasks. We use the mean absolute error (MAE) as the loss
function for the two subtasks. The final joint loss function of the
proposed multi-task learning module (𝑅𝑅) is denoted as

𝑅𝑅 = (1 − 𝛼)𝑅𝑒𝑡𝑢𝑟𝑛 + 𝛼𝑅𝑖𝑠𝑘,

𝑅𝑒𝑡𝑢𝑟𝑛 = 𝑀𝐴𝐸(𝑦̂𝑅𝑒𝑡𝑢𝑟𝑛𝑡+1 , 𝑦𝑅𝑒𝑡𝑢𝑟𝑛𝑡+1 ),
𝑅𝑖𝑠𝑘 𝑅𝑖𝑠𝑘

(16)

𝑅𝑖𝑠𝑘 = 𝑀𝐴𝐸(𝑦̂𝑡+1 , 𝑦𝑡+1 ),
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Fig. 5. Stock selection with multi-task learning return and risk.
f

where 𝑦𝑅𝑒𝑡𝑢𝑟𝑛𝑡+1 and 𝑦𝑅𝑖𝑠𝑘𝑡+1 are the ground truth return ratio and risk of
𝑁 stocks on trading Day 𝑡 + 1. 𝛼 is a hyperparameter for balancing
the losses of the two subtasks. Various values of 𝛼 are evaluated in
Section 5.3.

3.3.2. Trading-oriented stock selection based on risk and return
We aim to obtain a more sound ranking result for stock investment

by considering both risk and return. The return per unit of risk (ROR) is
used as a measure for stock ranking. It is the ratio of return to volatility
(risk), which means how much return is yielded for each unit of risk.
ROR of Stock 𝑖 on the trading Day 𝑡 + 1 is defined as

𝑅𝑂𝑅𝑖,𝑡+1 =
𝑦𝑅𝑒𝑡𝑢𝑟𝑛𝑖,𝑡+1

𝑦𝑅𝑖𝑠𝑘𝑖,𝑡+1

. (17)

We compute the ROR for all stocks and rank the stocks in descend-
ng order (𝐷_𝑠𝑜𝑟𝑡(⋅)). The predicted ranking result based on ROR on Day
+ 1 is given by

𝑎𝑛𝑘𝑅𝑂𝑅
𝑡+1 = 𝐷_𝑠𝑜𝑟𝑡([ ̂𝑅𝑂𝑅1,𝑡+1,… , ̂𝑅𝑂𝑅𝑖,𝑡+1,… , ̂𝑅𝑂𝑅𝑁,𝑡+1]). (18)

Thus, the ranking result takes both the stock risk and return factors
nto account. Finally, the Top-𝐾 ranked stocks out of the 𝑁 stock
andidates are selected to invest as a portfolio, according to the ranking
esults.

. Experiments

.1. Datasets

As an emerging market and an essential part of the world economy,
he Chinese stock markets are attractive to explore [2,3]. This work
ocuses on Chinese stock markets and executes the experiments using
SI100 index constituent stocks. CSI100 is the typical Index of Chinese
arkets. The stocks comprising the CSI100 Index are considered highly

epresentative, characterized by significant market capitalization and
obust liquidity in the Chinese market. As such, they serve as widely
pplicable and pertinent choices for financial investments. To ensure
he validity of the experiment and minimize the impact of missing or
bnormal data on the comparative analysis, we exclude stocks with
imited trading days and financial news. In total, there are 86 stocks
𝑁 = 86) in our stock set.

The features of each stock in our stock set include 39 quantitative
8

ndicators and financial news features (shown in Section 3.1.1). The s
Table 4
Dataset statistics.
Dataset Start End #days #news

Train 02/01/2018 25/05/2020 581 42 515
Val. 26/05/2020 21/09/2020 83 20 095
Test 22/09/2020 02/06/2021 166 71 910
All 02/01/2018 02/06/2021 830 134 520

39 quantitative indicators from January 2, 2018 to June 2, 2021 were
collected from the RESSET platform4. Moreover, a total of 134,520
news titles concerning 86 stocks were gathered from Hundsun Elec-
tronics,6 spanning from January 2, 2018 to June 2, 2021. Details of
the stock candidates and the number of news titles of each stock are
shown in Appendix B. Besides, the relations (edges) among 86 stocks
(nodes) were gathered from Qichacha5, including three relation types:
supply chain, shareholding chain, and industry competitor relations.
We obtained 336 relations among 86 stocks.

We split the dataset 70% for training, 10% for validation, and
20% for testing. The statistics of the employed dataset are shown
in Table 4. Following previous research [20,60], the ‘‘walk forward
testing’’ method [60] is conducted for maximally utilizing the available
data.

4.2. Baselines

To verify the validity of the proposed HGA-MT method, we compare
it with the following baselines, namely MAC, FinGAT, LFM, TRAN, and
TGC.

• MAC [15] is a GCN-based model that effectively aggregates the
news sentiments of related stocks for stock price movement pre-
diction. The original settings of MAC are adopted. We change the
learning target of MAC from the stock price movement prediction
(a classification task) to the stock return ratio prediction (a regres-
sion task). Then, we rank stocks by the predicted return ratios of
MAC.

6 Hundsun Electronics (https://www.hundsun.com) is a prominent Chinese
inancial technology company that offers comprehensive financial technology
ervices.

https://www.hundsun.com
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• FinGAT [8] is a graph attention network-based model that incor-
porates a hierarchical correlation of sector and stocks to recom-
mend the Top-𝐾 profitable stocks. It devises a multi-task objective
that recommends profitable stocks and predicts stock movements.
The original settings of FinGAT are adopted. The sector rela-
tionship information of the stocks in this study is collected from
RESSET due to the different datasets.

• LFM [61] is a multi-task learning model that integrates LSTM and
random forest (RF) to simultaneously predict stock return and
return movement directions. LFM is a non-graph-based method
that does not incorporate related stocks’ information. The original
settings of LFM are adopted. We first obtain the predicted stock
return ratios, then accordingly rank stocks.

• TRAN [11] is a graph-based model considering the industry re-
lationships between stocks to rank the return ratios for stock
recommendations. We adopt the model structure and original set-
tings of TRAN. The sector relationship between stocks is collected
from RESSET. Our quantitative indicators and news features are
employed in this model.

• TGC [9] is a classic model that treats stock prediction as a return
ratio ranking task for stock recommendations. It captures the
stock relations by a graph-based model. The quantitative indi-
cators and model are employed from the original paper without
modification, where the stock relation graph is constructed by our
stock relation data.

4.3. Setups

We adopt Keras and TensorFlow frameworks to perform the pro-
posed model. The batch size is set to 32. The training process is
limited to a maximum of 500 epochs and equipped with an early-stop
mechanism. The Adam optimizer [62] is used to optimize the model
parameters with an initial learning rate of 0.001. To regularize the
weight matrix of the kernel, we apply activity regularization L2 (0.001).
The experiments are performed on GPU machines (Tesla V100). In
particular, we carry out several experiments to explore the optimal
sliding window length 𝑇 within {1, 3, 5, 7, 9, 11, 13, 15}, the number of
GCN layers (𝑘) within {1, 2, 3, 4} and the loss weighing factor (𝛼) of risk
specific-task within {0.001, 0.01, 0.1, 0.2, 0.3, 0.4, 0.5, 0.7}, based on the
validation sets. A grid search process is adopted to optimize the model
performance, where all the possible combinations of 3 hyperparameters
are tested to select the optimal values. Section 5.3 shows more details
on verifying these hyperparameters. The testing results are reported by
using the optimal time step (𝑇 = 7), 2 GCN layers, and the loss weighing
factor 𝛼 = 0.3.

4.4. Evaluation metrics

The proposed model is evaluated in terms of ranking performance
and financial evaluation. Ranking performance is an intuitive evalua-
tion of the data science model for stock ranking. Financial evaluation
is a crucial aspect of investments.

To evaluate the ranking performance, Precision and Mean Recipro-
cal Rank (MRR) are employed as evaluation metrics, following previous
studies [8,12,13]. A larger value of Precision or MRR indicates more
accurate ranking performance. Specifically, Precision reflects the hit
percentage of the predicted ranking results.

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
|

|

|

𝐿@𝐾( ̂𝑅𝑎𝑛𝑘𝑅𝑒𝑡𝑢𝑟𝑛) ∩ 𝐿@𝐾(𝑅𝑎𝑛𝑘𝑅𝑒𝑡𝑢𝑟𝑛)||
|

𝐾
, (19)

where the ranking result of the ground truth return ratios of 𝑁 stocks
s denoted as 𝑅𝑎𝑛𝑘𝑅𝑒𝑡𝑢𝑟𝑛, which orders the ground truth return ratios in
𝑅𝑒𝑡𝑢𝑟𝑛 in descending; The ranking result of predicted return ratios of
ll stocks is denoted as ̂𝑅𝑎𝑛𝑘𝑅𝑒𝑡𝑢𝑟𝑛, which orders the predicted return
atios in 𝑦̂𝑅𝑒𝑡𝑢𝑟𝑛 in descending.
9

w

The lists of ground truth and predicted Top-𝐾 stocks are denoted
as 𝐿@𝐾(𝑅𝑎𝑛𝑘𝑅𝑒𝑡𝑢𝑟𝑛) and 𝐿@𝐾( ̂𝑅𝑎𝑛𝑘𝑅𝑒𝑡𝑢𝑟𝑛), respectively. MRR reflects
he ranking order of the correct results among the predicted ranking
esults.

𝑅𝑅 = 1
𝐾

∑

𝑖∈𝐿@𝐾( ̂𝑅𝑎𝑛𝑘𝑅𝑒𝑡𝑢𝑟𝑛)

1
𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛(𝑅𝑎𝑛𝑘𝑅𝑒𝑡𝑢𝑟𝑛𝑖 )

, (20)

where 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛(𝑅𝑎𝑛𝑘𝑅𝑒𝑡𝑢𝑟𝑛𝑖 ) returns the ground truth ranking position of
Stock 𝑖. In the following evaluation that uses Precision and MRR metrics
in Section 5, we do not use ROR that takes both risks and returns into
account for the stock ranking ((see Section 3.3.2)). This is because the
ground truth ranking results are ordered by return ratios only. Using
̂𝑅𝑎𝑛𝑘𝑅𝑒𝑡𝑢𝑟𝑛 along is more in line with the evaluation criteria of the stock

anking task setup.
To evaluate the financial performance of a model, we conduct a

imulation of stock trading based on the predicted rankings and the
op-𝐾 stocks recommended by the model. Following previous stud-

es [9–11,13,15], the metrics including cumulative Investment Return
atio (IRR) [9], Sharpe ratio (SP) [63], Total money (TMoney) [28]
nd Maximum Drawdown (MDD) [64] are adopted in this study for
inancial evaluation in terms of return and risk. A larger value of IRR,
P, or TMoney generally indicates better performance in profitability;
lower value of MDD indicates lower downside risk and a smoother

erformance trajectory.
The IRR is adopted as the main metric to evaluate profitability,

hich is calculated by summing over the mean return ratios of the 𝐾
selected stocks on each testing day.

𝐼𝑅𝑅 =
𝑄
∑

𝑞=1
𝐼𝑅𝑅𝑞 ,

𝐼𝑅𝑅𝑞 =

∑

𝑖∈𝐿@𝐾( ̂𝑅𝑎𝑛𝑘𝑞 )
𝐶𝑃𝑖,𝑞−𝐶𝑃𝑖,𝑞−1

𝐶𝑃𝑖,𝑞−1

𝐾
,

(21)

where 𝐼𝑅𝑅𝑞 is the real return ratio on the 𝑞th testing day, 𝑄 is
the number of testing days; 𝐿@𝐾( ̂𝑅𝑎𝑛𝑘𝑞) is the set of Top-𝐾 stocks
according to the predicted ranking results on the 𝑞th testing day; 𝐶𝑃𝑖,𝑞
is the close price of Stock 𝑖 on the 𝑞th testing day.

TMoney [28] is adopted as an essential metric to evaluate profitabil-
ity intuitively. TMoney is the summation of the funds for each stock in
the portfolio, which represents the real funds statement of the portfolio.
The concept of TMoney is inspired by the work of Chou et al. [36]
and basically uses a similar idea of its funds standardization. The daily
TMoney in a portfolio can be calculated by

𝑇𝑀𝑜𝑛𝑒𝑦𝑞 =
∑

𝑖∈𝐿@𝐾( ̂𝑅𝑎𝑛𝑘𝑞 )

𝐶𝑃𝑖,𝑞 × 𝑆ℎ𝑎𝑟𝑒𝑖,𝑞 , (22)

where 𝑆ℎ𝑎𝑟𝑒𝑖,𝑞 is the number of holing shares of Stock 𝑖 on the 𝑞th
testing day. SP is the measure of risk-adjusted return, which is the
average return earned in excess of the risk-free rate per unit of volatility
(risk). A higher SP means a higher return relative to the amount of risk
taken. SP is one of the most common financial evaluation metrics that
has been widely used in previous studies [10,13,15].7

𝑆𝑃 =
𝐸(𝑅𝑝) − 𝑅𝑓

𝑠𝑡𝑑(𝑅𝑝)
,

=
1
𝑛
∑𝑛

𝑞=1 𝑅𝑝,𝑞 − 𝑅𝑓
√

∑𝑛
𝑞=1(𝑅𝑝,𝑞−

1
𝑛
∑𝑛

𝑞=1 𝑅𝑝,𝑞 )2

𝑛

(23)

7 Trend Ratio [35] is also a useful metric. Compared with the Sharpe ratio,
he risk in the trend ratio is the deviation between the portfolio trend and the
und standardization, instead of the deviation between the average of fund
tandardization and the fund standardization. The trend ratio takes the trend
f the portfolio into consideration. This study uses SP instead of Trend Ratio
ecause of their alignment with investors’ intuitive comprehension of risk-
djusted returns. Besides, SP is widely used in related works and our baseline

orks.
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Table 5
The ranking performance of different models over Top-𝐾 stocks. 𝐾 ∈ {3, 5, 10}. ‘‘Prec.’’ denotes the Precision.

Top3 Top5 Top10 Avg.

Prec. MRR Prec. MRR Prec. MRR Prec. MRR

TGC 0.0695 0.1687 0.0761 0.2066 0.0869 0.2969 0.0775 0.2241
TRAN 0.0675 0.1731 0.0845 0.2199 0.1104 0.3586 0.0875 0.2505
LFM 0.0577 0.1686 0.0757 0.2117 0.0859 0.2864 0.0731 0.2222
FinGAT 0.0634 0.1644 0.0712 0.2275 0.1372 0.3920 0.0906 0.2613
MAC 0.0670 0.1736 0.0911 0.2206 0.1612 0.4054 0.1064 0.2665
Ours 0.0859 0.1820 0.1006 0.2252 0.1681 0.4587 0.1182 0.2886
t
R
p
f
r
f
h

where

𝑅𝑝,𝑞 =
𝑇𝑀𝑜𝑛𝑒𝑦𝑞 − 𝑇𝑀𝑜𝑛𝑒𝑦𝑞−1

𝑇𝑀𝑜𝑛𝑒𝑦𝑞−1
, (24)

𝑅𝑓 is the annual risk-free rate. In our evaluation, the yearly risk-
free rate stands at 2.5%, aligning with established literature [28] and
comparable to various residual maturities of China Government Bonds,
spanning from 1 year to 10 years. 𝑅𝑝 is the return rate of the portfolio
𝑝 over a testing period. 𝑅𝑝,𝑞 denotes the return rate of the 𝑞th day
within the period. 𝑛 is the number of trading days during the testing
period. The daily return rates are calculated by the daily TMoney
(Eq. (24)) that represents the real fund statement of the portfolio. Thus,
the change in return rates given by TMoney can truly reflect the return
and risk varieties in a portfolio.

MDD also serves as an instinctive and widely used financial metric,
effectively capturing the portfolio’s downside risk. In portfolio analy-
sis, MDD represents the largest percentage decline in value that the
investment experiences from its peak value to its trough value before
reaching a new peak. A lower MDD denotes less severe losses during
an investment period, which is favored by investors.

𝑀𝐷𝐷 = max
𝑞,𝑙∶𝑞<𝑙

(𝑇𝑀𝑜𝑛𝑒𝑦𝑞 − 𝑇𝑀𝑜𝑛𝑒𝑦𝑙
𝑇𝑀𝑜𝑛𝑒𝑦𝑞

)

, (25)

here 𝑙 denotes the 𝑙th testing day that is later than 𝑞th testing day
ithin the testing period.

The stock ranking results of our model are based on ROR whose
core function considers both risk and return factors. The stock ranking
f baselines is only based on their predicted return ratios because they
id not consider the risk factor in their original works.

. Results

.1. Main results

.1.1. Ranking performance of stock selection
In this section, we compare the ranking performance of the pro-

osed HGA-MT model against the state-of-the-art baselines. The results
f different models are shown in Table 5. We report the Precision and
RR of Top-𝐾 ranking prediction, where the values of 𝐾 are 3, 5, and

0. The results reveal that our proposed HGA-MT method achieves the
est ranking performance than all baselines across the Top3, Top5, and
op10 predictions in terms of both the Precision and MRR metrics.

We observe that FLM, which does not capture related stock infor-
ation, falls behind the other graph-based models. It indicates that

ntegrating the effects of related stocks is important for stock ranking.
ompared with FinGAT and TRAN, which only use the industry relation
raphs, the improvements of HGA-MT demonstrate that our method can
etter aggregate the effects of related stocks from multiple relationships
ased on the heterogeneous stock relation graphs. Besides, compared
ith TGC and TRAN which generate the results by a single return rank-

ng factor, the proposed method can achieve better performance since
ur multi-task learning paradigm can extract more robust features and
educe overfitting by jointly learning two complementary tasks [65–
7]. The improvements verify the advantage of using the multi-task
10

earning paradigm to simultaneously learn stock return and risk. &
Table 6
The profitability comparison between different methods over Top-𝐾 stocks. NB: B&H

strategy buys the CSI 100 Index, which does not involve the trading of Top-𝐾 stocks.
Strategy Models IRR SP MDD

Top3

TGC 0.2985 1.0827 0.1862
TRAN 0.4010 1.5502 0.1278
LFM 0.3320 1.3978 0.1053
FinGAT 0.4143 1.9031 0.0920
MAC 0.4420 2.0960 0.0898
Ours 0.5123 2.4092 0.0792

Top5

TGC 0.2339 1.0844 0.1655
TRAN 0.3104 1.3059 0.1545
LFM 0.2463 1.2349 0.1199
FinGAT 0.2983 1.6560 0.1004
MAC 0.3297 1.8679 0.0867
Ours 0.3817 1.9511 0.0806

Top10

TGC 0.2081 1.0144 0.1427
TRAN 0.2611 1.2684 0.1200
LFM 0.2186 1.1495 0.1191
FinGAT 0.2443 1.4669 0.1081
MAC 0.2521 1.5198 0.0877
Ours 0.2828 1.7400 0.0664

Avg.

B&H 0.1665 0.9316 0.1579
TGC 0.2468 1.0605 0.1648
TRAN 0.3242 1.3748 0.1341
LFM 0.2656 1.2607 0.1148
FinGAT 0.3190 1.6753 0.1002
MAC 0.3413 1.8279 0.0881
Ours 0.3923 2.0334 0.0754

In particular, our proposed HGA-MT method outperforms MAC (the
strongest baseline) with 0.0118 (11.09%) and 0.0221 (8.29%) gains
in Precision and MRR on average, respectively. MAC also aggregates
the financial news information of related stocks from multiple relation-
ships. However, it yields the same weight for different relationships and
delivers the results by a single return learning task. The improvements
in our results demonstrate that the proposed method can better aggre-
gate the effects of related stocks and optimize the model by multi-task
learning.

5.1.2. Profitability analysis of stock selection
For financial evaluation, we perform trading simulations (back-

testing) based on the predicted ranking results of different models.
Following previous studies [9–11], the daily buy-hold-sell trading strat-
egy is adopted for simulation trading. Specifically, the model is applied
to obtain a predicted ranking list of 𝑁 stocks on the trading Day 𝑡. Then,
we buy the Top-𝐾 ranked stocks with the highest predicted ranking
scores at the closing price on the trading Day 𝑡 and sell it at the closing
price on Day 𝑡+1. The budget is equally split to trade the Top-𝐾 stocks.

Here, the 𝐾 is set to 3, 5, and 10. The backtesting is conducted on
he data of the test set. The initial investment capital is set to 10,000
MB. The transaction cost is assumed as zero, which is in line with
revious works [9,11,43]. Besides, we add an additional benchmark
or financial evaluation. We buy the CSI 100 Index (the index that
epresents the weighted average price of 100 indexed stocks) on the
irst trading day of the testing period with all of the initial capital and
old it until the end of the testing period, which is defined as the Buy
Hold (B&H) strategy.
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Fig. 6. TMoney of different models.
Table 6 presents the profitability evaluation results for IRR, SP and
MDD of different methods. Fig. 6 visualizes the detailed changes in
TMoney with different methods during the backtesting period. The
evaluation results reveal the following findings:

(1) As shown in Table 6, our proposed HGA-MT method achieves
the best performance across the Top3, Top5, and Top10 prediction
tasks in terms of IRR and SP, yielding at least 0.0510 (14.94%) gains
in IRR and 0.2055 (11.24%) gains in SP on average. HGA-MT also
presents the lowest MDD (7.54%) on average, which is 14.42% lower
than the strongest baseline. Moreover, Fig. 6 shows that our model can
gain significantly higher TMoney across the Top3, Top5, and Top10
prediction tasks than all baselines during backtesting. These results
demonstrate that our HGA-MT method can produce higher profits with
lower risk.

(2) As shown in Table 6, the proposed method can achieve the
best performance of SP with 2.0334 on average, which is higher than
those of MAC (+0.2055), FinGAT (+0.3581), LFM (+0.7727), TRAN
(+0.6586) and TGC (+0.9729). The higher SP means that HGA-MT can
achieve a higher return on the investment relative to the same risk
level. These results demonstrate the superiority of our HGA-MT method
11
for stock ranking to optimize portfolios by considering return and risk
simultaneously.

(3) All models achieve better evaluation results in terms of IRR and
SP compared to directly buying the stock of the CSI 100 Index (B&H),
which yields an IRR of 0.1665 and an SP of 0.9316. Such an observation
indicates that effectively capturing valuable information by promising
models to assist investment can obtain more profits. Surprisingly, B&H
has a lower MDD compared to TGC.

Moreover, we conducted experiments to show the performance of
different methods under the Top1-ranked stock selection setup. The
results are shown in Appendix C.

5.2. Ablation studies

In this section, several ablation experiments are performed to exam-
ine the effectiveness of each technical component of HGA-MT, includ-
ing the stock relation graphs, numerical quantitative indicator input,
textual news feature input, the HGA module, the multi-task learning
paradigm, and the adjusted ranking based on predicted risk values.
Several variants of the model are conducted as follows:
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Table 7
The ranking performance of the ablation analysis over Top-𝐾 stocks. 𝐾 ∈ {3, 5, 10}.

Top3 Top5 Top10 Avg.

Prec MRR Prec MRR Prec MRR Prec MRR

w/o Graph 0.0675 0.1728 0.0896 0.2135 0.1166 0.3625 0.0912 0.2496
w/o News 0.0745 0.1741 0.0903 0.2147 0.1287 0.3985 0.0978 0.2624
w/o QI 0.0777 0.1703 0.0920 0.2157 0.1478 0.4168 0.1058 0.2676
w/o HGA 0.0754 0.1759 0.0936 0.2178 0.1552 0.4274 0.1081 0.2737
w/o MT 0.0781 0.1754 0.0929 0.2228 0.1577 0.4485 0.1096 0.2822
Ours 0.0859 0.1820 0.1006 0.2252 0.1681 0.4587 0.1182 0.2886
• w/o stock relation graphs (w/o Graph): The model excludes
the stock relation graphs and GCN layers, which is used to verify
the effectiveness of aggregating information from related stocks.

• w/o news sentiment features (w/o News): The model excludes
the news sentiment features of each stock. The information ag-
gregated from related stocks only involves their quantitative in-
dicators as well. It is used to verify the effectiveness of utilizing
financial news features.

• w/o quantitative indicators (w/o QI): The model excludes the
quantitative indicators of each stock. The information aggregated
from related stocks only involves their financial news features as
well. It is used to verify the effectiveness of utilizing quantitative
indicators.

• w/o HGA module (w/o HGA): This model organizes the stock
relation graph with three relations as a homogeneous graph and
integrates information from related stocks with equal weights.
This is used to verify the effectiveness of our HGA module.

• w/o multi-task learning (w/o MT): This model is optimized
solely on stock return loss, which is used to examine the effect
of the multi-task learning paradigm.

• w/o risk adjustment (w/o Risk): The model is still trained with
multi-task learning. However, the ranking results are only sorted
based on the predicted stock return ratios ( ̂𝑅𝑎𝑛𝑘𝑅𝑒𝑡𝑢𝑟𝑛) without
considering the risk values. It is used to verify the effectiveness
of taking both stock risk and return into account at the scoring
stage.

For the ranking performance, Table 7 shows the evaluation results
f the ablation experiments. As seen, the model without graph (w/o
raph) obtains the worst performance, which indicates that integrating

he information of related stocks is critical for target stock ranking due
o the complicated relationship between stocks. The proposed HGA-MT
odel performs better than the model without financial news sentiment

eatures (w/o News) or quantitative indicators (w/o QI). The results
emonstrate that news sentiment features and quantitative indicators
re effective features for stock ranking prediction. The model excluding
ews sentiment features (w/o News) performs worse than the model
xcluding quantitative indicators (w/o QI), showing that financial news
entiment features have a higher utility.

Besides, our HGA-MT model outperforms the model without the
GA module (w/o HGA), demonstrating that the proposed HGA method
an capture more useful information than naively integrating informa-
ion from multiple related stocks without distinguishing the weights of
ifferent relationship types. Moreover, the results of the model without
ulti-task learning (w/o MT) show that the performance is degraded
hen removing the subtask of risk prediction. This proves that our
roposed method with a multi-task paradigm can improve return-based
anking prediction performance. We do not include the performance of
he ablation model w/o Risk in Table 7, because our full model in the
anking evaluation task does not take the risk factor into account in the
coring function (see Section 4.4), which is the same as the w/o Risk
etup.

For the financial evaluation, Table 8 shows the evaluation results of
RR, SP, and MDD. As seen, the proposed HGA-MT model achieves the
est performance among all the evaluation metrics. The performance
s degraded by removing any component. Fig. 7 shows the TMoney of
12
Table 8
The profitability results of the ablation analysis over Top-𝐾 stocks. 𝐾 ∈ {3, 5, 10}.

Strategy Model IRR SP MDD

Top3

w/o Graph 0.4365 1.6565 0.1327
w/o News 0.4428 1.8482 0.0843
w/o QI 0.4455 1.9956 0.0801
w/o HGA 0.4687 2.0126 0.0907
w/o MT 0.4716 2.1384 0.1101
w/o Risk 0.5071 2.2669 0.1360
Ours 0.5123 2.4092 0.0792

Top5

w/o Graph 0.3429 1.5336 0.1601
w/o News 0.3436 1.6483 0.0816
w/o QI 0.3430 1.7174 0.0876
w/o HGA 0.3437 1.8973 0.0720
w/o MT 0.3471 1.8592 0.0822
w/o Risk 0.3792 1.8668 0.1141
Ours 0.3817 1.9511 0.0806

Top10

w/o Graph 0.2529 1.2987 0.1274
w/o News 0.2600 1.5028 0.0650
w/o QI 0.2667 1.5052 0.0595
w/o HGA 0.2742 1.5971 0.0668
w/o MT 0.2720 1.6135 0.0900
w/o Risk 0.2824 1.6446 0.1173
Ours 0.2828 1.7400 0.0664

Avg.

w/o Graph 0.3441 0.3441 0.1401
w/o News 0.3488 0.3488 0.0770
w/o QI 0.3517 0.3517 0.0757
w/o HGA 0.3622 0.3622 0.0765
w/o MT 0.3636 0.3636 0.0941
w/o Risk 0.3896 0.3896 0.1225
Ours 0.3923 0.3923 0.0754

our proposed HGA-MT model and its submodels across Top3, Top5,
and Top10 prediction tasks. The solid line represents the results of
our full model. The results of the ablation models, which remove a
particular component, are represented by the dashed lines. It can also
be observed that subtracting a component (i.e., w/o Graph, w/o News,
w/o QI, w/o HGA, w/o MT and w/o Risk) leads to lower TMoney across
all tasks. Compared with the ablation model w/o HGA, the proposed
model can achieve higher and more stable profits, demonstrating the
effectiveness of integrating information by the HGA module. Moreover,
the ablation model w/o Risk performs better than the ablation model
w/o MT, showing the effect of multi-task learning in optimizing model
parameters, thereby achieving better profitability.

In particular, the HGA-MT approach, as proposed in this study,
demonstrates superior performance compared to the ablation model
w/o Risk. In the model w/o Risk, ranking results are solely based on
the descending order of stock returns, without taking into account the
predicted risk values to adjust the ranking outcome. The improvements
consolidate our argument that financial investment should consider risk
and return simultaneously, thereby achieving higher and more stable
profits. Although IRR results are similar by comparing HGA-MT and
w/o Risk in Table 8, SP has achieved a significant increase (+0.1073,
i.e., 5.57% in averaged SP). As mentioned in Section 4.4, a higher SP
means a higher return relative to the amount of risk taken. In other
words, a higher SP means more stable profits. The MDD metric also
confirms that the full model can yield portfolios with lower investment

risk, compare to other ablation models.
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Fig. 7. TMoney of the proposed HGA-MT model and its ablation models over various selected stocks 𝐾. 𝐾 ∈ {3, 5, 10}.
Fig. 8. TMoney of the proposed HGA-MT model and the ablation model w/o Risk over different number of selected stocks 𝐾. 𝐾 ∈ {3, 5, 10}.
Fig. 8 shows the TMoney of the proposed HGA-MT model and the
ablation model w/o Risk across Top3, Top5, Top10, and on average.
The TMoney lines of HGA-MT and that of w/o Risk are very close in
many cases. However, the TMoney lines of w/o Risk present greater
volatility, which shows consistent findings from IRR, SP, and MDD
metrics. In summary, the improved performance of our proposed model
in terms of IRR, SP, MDD, and TMoney demonstrates that HGA-MT can
13
achieve higher and more stable profits by considering both risk and
return for investment-oriented stock ranking.

5.3. Hyperparameter analysis

As mentioned in Section 4.3, a grid search process is first adopted
to explore the optimal values of different hyperparameters, including
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Fig. 9. Sensitivity analysis to (a) lookback window sizes, (b) the number of GCN layers, and (c) the weights for risk loss. The results are averaged over different portfolios including
Top3, Top5 and Top10 stocks.
the sliding window length (𝑇 ), the number of GCN layers, and the
weight parameter (𝛼) that determines the contribution of the loss of
the risk subtask to the overall loss. All the possible combinations of
3 hyperparameters are tested to select the optimal values. The results
show that the optimal values are time step 𝑇 = 7, 2 GCN layers, and the
loss weighing factor by 𝛼 = 0.3. To clearly visualize the result variation
of changing each hyperparameter, we show the results that when a
hyperparameter is varying, the others are fixed by the optimal values.
The Precision and SP with different windows (𝑇 ), GCN layers, and loss
weights (𝛼) are shown in Fig. 9.

Fig. 9(a) shows that our model obtains the best Precision and SP
by 𝑇=7, which can capture enough financial temporal information as
well as avoid including outdated media and market signals. Moreover,
Fig. 9(b) shows the performance by using varied numbers of GCN layers
in the proposed model, where the optimal setting is given by 2 GCN
layers. Besides, we show the performance by varying 𝛼 in Fig. 9(c).
Specifically, the 𝛼 is first tested within {0.001, 0.01, 0.1, 0.5, 1}, following
an existing study about multi-task learning [8].

The preliminary results show that our model can achieve better
performance, given 𝛼 ranging from 0.1 to 0.5. Then, additional tests
with finer-grained interval {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7} are tested. Fi-
nally, the results by varying 𝛼 ∈ {0.001, 0.01, 0.1, 0.2, 0.3, 0.4, 0.5, 0.7}
are shown in Fig. 9(c). A lower value of 𝛼 indicates a decreased
influence of stock risk loss and an increased influence of stock return
loss towards the overall loss. The results demonstrate the inclination of
an initial increase followed by a subsequent decline, where the best
performance is achieved by 𝛼=0.3. The results imply that properly
fusing the risk prediction task can improve stock ranking performance
and profitability. Moreover, the performance is slightly worse when
the 𝛼 is higher than 0.4. This is likely because too much focus on risk
control undermines profits.

6. Conclusion

In order to select profitable stocks for portfolio optimization, we
proposed a model to predict the stock ranking results on the next trad-
ing day by fusing the effects of related stocks and taking into account
the stock return and volatility risk simultaneously. We designed a het-
erogeneous graph attention module that combines GCN and attention to
capture various effects of related stocks from diverse relationships. The
attention assigns distinct weights to scrutinize the distinction in effects
among different relationships. Moreover, our model leverages a multi-
task learning paradigm that jointly learns and predicts the stock return
ratios and volatility risk. Thus, we can obtain stock ranking results by
considering both the risk and return.

We examined our method on CSI 100 dataset in Chinese stock mar-
kets. The results showed that our proposed HGA-MT model significantly
outperforms the state-of-the-art baselines, yielding at least 11.09% and
8.29% gains in terms of Precision and MRR on average, respectively.
Moreover, the backtesting demonstrated the superiority of our method
in financial evaluation.
14
Our method exceeds the baselines at least by 14.94% in IRR 11.24%
in SP, and 14.42% in MDD, achieving higher and more stable profits.
In addition, the results of the ablation analysis indicate that jointly
learning the stock risk and return significantly improves the stock
ranking performance and financial profits. The designed HGA module
is more effective for capturing the effects of related stocks than a
homogeneous graph without weighing different relation types. These
results demonstrate the effectiveness and applicability of the proposed
HGA-MT method. In summary, our proposed HGA-MT method achieves
better outcomes for stock ranking than baselines, resulting in higher
and more stable profits.

On the other hand, there are several limitations that can be im-
proved in future work. First, more relations between stocks should
be explored to improve the robustness of neural networks. We will
continue to explore the latent interactions between stocks and time-
evolving stock relationship information to improve the performance
further. Enhancing the explainability of neural networks is also a
promising direction to improve the trustworthiness of trading signal
predictions in the investment domain [68–70]. Second, we observed
that many figurative languages exist in financial news, which results in
a misunderstanding of the semantics [71,72] of the input text. Thus, the
metaphor understanding should be leveraged in future financial news-
and natural language processing-based quantitative investments. Third,
the risk measure of individual stocks is an intuitive way of ranking
stocks, whereas it is sub-optimal for measuring the risk of a portfolio.
We will extend our proposed method with other portfolio risk measures.
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Fig. A.10. Illustration of the process of stock relation extraction by Qichacha.
Table B.9
A list of stocks that are used for ranking in this work. Code denotes the stock code. #news denotes the number of news of the stock.

Code #news Code #news Code #news Code #news

000001 1718 002594 6264 600519 4460 601360 562
000002 924 002714 1564 600585 870 601390 648
000063 3543 002736 2927 600588 481 601398 3055
000166 2237 300015 689 600606 762 601601 1918
000333 2124 300059 1162 600690 954 601628 2206
000538 624 300122 839 600809 600 601668 184
000568 798 300498 1026 600837 4302 601688 4023
000651 2610 600000 1954 600887 646 601766 688
000661 792 600009 606 600900 475 601800 368
000725 996 600015 742 600999 3592 601818 1603
000776 2316 600018 240 601006 178 601857 586
000858 1462 600019 421 601012 2097 601888 640
000876 1621 600028 892 601088 758 601899 981
000895 334 600030 11 049 601169 698 601933 876
001979 1200 600031 869 601186 424 601988 4159
002024 877 600036 3257 601211 1970 601989 134
002027 532 600048 656 601225 249 601998 2150
002142 853 600050 4039 601229 688 603160 519
002304 576 600104 2022 601288 1913 603288 654
002352 1608 600276 1394 601318 4007 603501 561
002415 1219 600346 526 601328 2642 —— ——
002475 1574 600406 126 601336 1437 —— ——
.

Appendix A

More details regarding stock relations provided by Qichacha are as
follows:

• Data sources: (1) the official website of listed companies, (2)
the official website of the state regulator, such as the National
Enterprise Credit Information Publicity System,8 China Tender-
ing & Bidding Public Service Platform,9Ministry of Industry and
Information Technology10 and Cninfo.11

• Technology: (1) web crawler for raw information collection,
(2) natural language processing technology for key information
extraction.

• Data form: text data for key information extraction.
• Data content: the public information, including listed companies’

announcements, annual reports, bidding information, qualifica-
tion certificates, prospectus, listing announcement, etc.

The process of stock relation extraction by Qichacha is illustrated
n Fig. A.10. Qichacha primarily collects textual data from the official
ebsites of listed companies and the state regulator through web

rawlers, including various sources such as announcements, annual
eports, bidding information, qualification certificates, prospectuses,
isting announcements, etc. Then, key information is extracted and an-
lyzed using natural language processing technology. Qichacha obtains

8 https://shiming.gsxt.gov.cn/index.html
9 http://www.cebpubservice.com/

10 https://www.miit.gov.cn/
11
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Table C.10
The ranking performance and profitability of different methods over Top1-ranked stocks

Model Ranking performance Profitability performance

Precision MRR IRR SP MDD

TGC 0.0122 0.0122 0.2832 1.0115 0.1997
TRAN 0.0184 0.0184 0.3730 1.5065 0.1732
LFM 0.0123 0.0123 0.2718 1.3912 0.1323
FinGAT 0.0366 0.0366 0.3909 1.8825 0.0939
MAC 0.0429 0.0429 0.4195 1.9227 0.0934
Ours 0.0491 0.0491 0.4869 2.3633 0.0875

relation information among stocks, including supply chain, sharehold-
ing chain, and industry competitors. Finally, the related stocks in three
relation types of each stock are provided by Qichacha.

Appendix B

The pool of stocks for ranking can be seen in Table B.9.

Appendix C

As seen in Table C.10 and Fig. C.11, our proposed HGA-MT method
achieves the best performance on the Top1 prediction task in terms of
ranking prediction and profitability, which demonstrates the effective-
ness of (1) simultaneously acquiring knowledge regarding the stock risk
and return and (2) fusing the effects of multiple related stocks.

On the other hand, the evaluation outcomes of Table C.10, in con-
junction with the findings presented in Tables 5 and 6 for Top3/5/10,
illustrate a pattern that Top3 outperforms Top5 and Top10, and Top1

ranks lower than Top3. The observed performance trend, such as Top3

https://shiming.gsxt.gov.cn/index.html
http://www.cebpubservice.com/
https://www.miit.gov.cn/
http://www.cninfo.com.cn/new/index
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Fig. C.11. TMoney of different methods over Top1-ranked stocks.
surpassing Top5 and Top10, can be attributed to the potential for
heightened portfolio profitability when selecting a very limited number
of stocks with superior rates of return, assuming a highly accurate
model. At the extreme end of this spectrum is the notion of investing
solely in the most profitable stock (Top1) every day, which would be
the case if a ranking model is 100% accurate. However, acknowledg-
ing the impracticality of such a hypothetical scenario, we note the
performance disparity where Top1 ranks lower than Top3.

This discrepancy underscores the significance of a risk diversifica-
tion strategy, exemplified by investing in multiple stocks, e.g., Top3.
This approach, driven by portfolio optimization, enables the model
to achieve superior profitability compared to a strategy exclusively
focused on the Top1-ranked stocks. In practice, given the inherent
uncertainty surrounding the accuracy of predictions over a specified
period, the risk-diversified approach of investing in multiple stocks of-
fers investors a means to attain expected returns with reduced exposure
to risks.
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