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ABSTRACT

Selecting profitable stocks for investments is a challenging task. Recent research has made significant progress on stock ranking prediction to select top-ranked stocks for portfolio optimization. However, the stocks are only ranked by predicted stock return, ignoring the stock price volatility risk—a critical aspect for stock selection and investments. Moreover, they preliminarily attempted to capture the effects of related stocks from a singular relation, disregarding the rich information regarding multiple spillover effects from related stocks and the distinctions in effects among various relations. Thus, we propose a risk and return multi-task learning model with a heterogeneous graph attention network (HGA-MT) to predict stock ranking for portfolio optimization. First, to aggregate the multiple spillover effects of related stocks, we introduce graph convolutional networks to fuse the effects of related stocks in each relation and design an attention network to allocate varying weights to different types of relationships. Second, we use a multi-task learning paradigm to learn stock return and volatility risks jointly. The stock ranking results are calculated by simultaneously considering the risk and return. Thus, Top-K ranked stocks are recommended in the portfolio for the next trading day to achieve higher and more stable profits. Extensive experiments prove that HGA-MT outperforms previous state-of-the-art methods in stock ranking and backtesting trading evaluation tasks.

1. Introduction

Investing in stock markets to achieve profits is an extremely attractive topic for traders and investors. Currently, machine learning-based methods have shown great success in assisting financial investments [1–3]. Developing a portfolio is an important way for financial investments because compared with investing in a single stock, carefully selecting multiple stocks as a portfolio can spread the investment risks of individual stocks [4,5]. However, there exist multiple factors that affect stock prices [6]. The stock markets are known for their intricate and volatile nature [7]. Therefore, it is a challenging task to incorporate a wide range of factors as well as consider return and volatility risk to select profitable stocks, thereby establishing the portfolio for investors. Recently, there have been several deep learning-based portfolio optimization studies that aimed to maximize stock investment profits [5,8–13]. They have formulated stock selection as a stock ranking prediction task. The objective is to directly obtain a stock list ranked by the anticipated return ratio for the next trading day.

The top-ranked stocks are expected to earn higher investment revenues, which are selected in a portfolio. However, previous works only ranked and recommended stocks based on higher stock return ratios while ignoring stock volatility risk. Risk is a crucial aspect that should always be considered in financial investment [4]. Hence, risk-oriented criteria should be introduced as much as possible in stock ranking for stock selection [9]. Among other factors, stock price volatility serves as a reliable measure for assessing trading risk [14]. It is prudent to steer clear of stocks exhibiting high price volatility, despite the potential for a higher return ratio on the subsequent trading day, to avoid losses in the long run. Therefore, in order to achieve higher and more stable profits, it is crucial to take into account both risk and return to rank stocks for portfolio optimization. On the other hand, stock prices are affected by multiple information sources due to the complicated stock market environment [15,16]. Extensive stock prediction research has been conducted using quantitative indicators, including fundamental and technical indicators [17,18].
Moreover, incorporating financial news also benefits stock price prediction [6,19–21], because investment is likely to be affected by news sentiment [22,23]. Finally, financial research has discovered crisis spillover effects that the adverse effects of a crisis not only affect a target company but also spread to its related enterprises [24]. This is because various relationships interconnect listed companies in stock markets, such as the supply chain [25], the shareholding chain [26], and the industry competition relationships [27].

Recently, several studies have attempted to model stock relation information and capture the effects of related stocks by using the graph-based method [8,10,26,28]. Each stock is depicted as a node in a graph, and the edge between two nodes is defined as a specific stock relation. However, these studies only incorporated a single type of stock relations, such as shareholding [26] or industry [8]. Furthermore, prior studies have failed to give ample consideration to differentiating the effects of related stock information on target stocks based on distinct relations. Given different company relationships, the news and stock trading impacts of related companies on a target company may be different [5,29]. For example, the negative news about industry competitors and the related stocks in shareholding chains may have different impacts on the target stocks [30–32]. Therefore, it is essential to aggregate multiple spillover effects and assign different importance weights to different relations.

In light of the above limits, we propose a novel multi-task learning model with a heterogeneous graph attention network (HGA-MT) that leverages risk and return as well as stock relationships to improve ranking-based portfolio optimization. The heterogeneous graph attention (HGA) module is introduced to fuse multi-source information, encompassing not only the information concerning a target stock but also information about related stocks that share multiple relationships with the target stock. Multi-task learning is used to simultaneously acquire knowledge regarding the risk and return associated with a target stock.

First, we concatenate 39 quantitative indicators and financial news features to represent the market information of each stock. The concatenated features are delivered to the following Bidirectional Long Short-Term Memory (BiLSTM) [33] encoders to capture the financial temporal hidden states. Second, the heterogeneous graph, which presents the three stock relations, is reconstructed into three relation-specific subgraphs. We employ Graph Convolutional Networks (GCN) [34] to fuse the effects of related stocks in each relation and assign different importance to different relation types by an attention mechanism. Third, the fused information is fed to the multi-task learning module to learn and predict the stock return and volatility risk on the next trading day. The investment-oriented stock ranking results are given by a score function, incorporating the predicted risk and return. Finally, K stocks with the highest scores are selected to invest on the next trading day. We test the effectiveness of the proposed HGA-MT model in Chinese stock markets and execute the experiments with the stock set of CSI100 index constituent stocks.

For stock ranking performance, the results indicate that our model outperforms previous state-of-the-art methods, i.e., MAC [15] with 0.0118 (11.09%) gains in Precision and 0.0221 (8.29%) gains in Mean Reciprocal Rank (MRR) on average. For the financial evaluation, HGA-MT exceeds MAC by 0.0510 (14.94%) in cumulative Investment Return Ratio (IRR) and 0.2055 (11.24%) in Sharpe (SP) ratio on average, achieving higher profits in the backtesting trading. Additionally, compared to MAC, HGA-MT yields a lower Maximum Drawdown (MDD, 8.81% vs. 7.54% on average), indicating that HGA-MT achieves lower investment risk. Our ablation study shows that learning both risk and return can yield more accurate return-based stock ranking predictions. Meantime, ranking stocks by considering both risk and return factors deliver more robust portfolio profits. Finally, learning and distinguishing multiple stock relationships also contribute to higher ranking accuracy and investment profits.

The contributions of this work are threefold:

- We propose a multi-task learning model that jointly learns the stock return and volatility risk for stock ranking prediction, which can achieve higher and more stable profits. To the best of our knowledge, we are the first to incorporate the concept of stock price volatility risk through multi-task learning into the stock ranking prediction model for portfolio optimization.
- We introduce an HGA module based on GCN and attention networks to fuse the multiple effects of related stocks to target stocks. The HGA module can disentangle various stock relationships and effectively integrate the related stock information by assigning varying degrees of importance.
- Extensive experimental results indicate that our proposed model outperforms the state-of-the-art baselines in terms of stock ranking and financial evaluation, demonstrating our model’s effectiveness.

The rest of this paper is organized as follows: Section 2 presents the related works; Section 3 describes our proposed HGA-MT method; Section 4 presents our experimental settings; Section 5 reports the evaluation results, ablation, and hyperparameter analysis; Finally, Section 6 concludes this work and suggests future work directions.

2. Related work

2.1. Ranking-based stock portfolio optimization

A crucial task for financial investments is constructing the portfolio by selecting profitable stocks. Extensive research has been conducted for stock selection and portfolio optimization, forming different research directions with different emphases, based on different perspectives and forms [35–39]. Among these approaches is the conceptualization of the portfolio optimization task as a stock ranking task, aimed at ranking stocks with the potential for higher returns, and then incorporating high-ranked stocks into the portfolio [40,41]. The advantage of such a task formulation is that: (1) The stock ranking approach provides a straightforward and transparent mechanism for portfolio optimization. Investors can easily understand the rationale behind including or excluding specific stocks based on their ranking. (2) By explicitly emphasizing the ranking of stocks according to their potential for higher returns, this approach directs attention to one of the key goals of portfolio optimization: maximizing returns. (3) The success of deep learning in financial forecasting can be attributed to its proficiency in complex pattern recognition and holistic feature integration. Harnessing these strengths in a regression-like framework is optimally achieved by framing the portfolio optimization task as a ranking task. Consequently, an intuitive approach is to rank stocks, based on time-series prediction.

As the pioneer, Feng et al. [9] tailored the deep learning models for stock ranking prediction to select top-ranked stocks for portfolio optimization. Sawhney et al. [10] proposed a neural hypergraph framework for stock selection, resulting in a list of stocks prioritized based on their return ratios. The top-ranked stocks with higher expected returns were selected for investment. Ma et al. [5] proposed an attribute-oriented fuzzy hypergraph model for stock recommendations, which also focused on stock ranking prediction to recommend top-ranked stocks. Feng et al. [12] designed a model to recommend Top-N return ratios, which combined a topic time series module for encoding timing characteristics with attributed GCN for capturing correlation topology information.

These ranking-based models have achieved promising results for stock selection and portfolio optimization [5,8,10,42]. However, these methods obtained the stock ranking results only based on higher expected returns without considering stock price volatility risks. As a crucial aspect, risk should be considered in financial investments [4]. The classical study on stock ranking prediction indicated that risk-oriented criteria should be introduced in stock ranking [9].
Therefore, it is essential to consider both the risk and return concurrently to achieve more reasonable stock ranking outcomes that can optimize the investment portfolio. Stock price volatility can serve as a reliable measure to assess trading risk [14]. This notion has motivated us to construct a multi-task learning model that can simultaneously acquire knowledge about both the stock return and risk.

2.2. Multi-source information for stock price prediction

Stock prices are affected by multi-source information in complex stock trading environments [15,43]. Extensive research indicated that fundamental and technical indicators reflect the profitability of listed companies and stock price patterns, which help to predict stock prices [18,44]. Moreover, research on event-driven trading shows that material news can significantly influence stock return volatility [45,46], while the market volatility also impacts the cognition of market participants [47]. Excessive media attention and negative news would cause abnormal stock price volatility [48,49]. Several existing research works combine technical indicators with financial news to predict stock price, demonstrating that financial news is essential information for effective stock price prediction [21,40,50]. Besides, with the developments of the market economy, listed companies are connected through various relations, such as supply chain [25], shareholding chain [26] and industry competitor relations [27]. Research on public opinion crisis management argues that there are spillover effects among interrelated firms. The public judgment of a company will be affected by the information about its related companies [51].

Recently, several works have attempted to use stock relations to aid stock price prediction [46,52]. Graph-based models were used to capture the impacts of related stocks [28,53,54]. To incorporate stock relation information, Wu et al. [54] used historical price correlations among stocks to construct a correlation graph, which improved the stock price prediction in the Chinese stock markets. Chen et al. [26] proposed a GCN-based framework to improve the performance of stock price movement prediction by aggregating the data of relevant stocks from a shareholding graph. Hsu et al. [8] built a hierarchical industry graph by analyzing the relation between industries for stock ranking prediction and profitable stock recommendations. Although the above models have attempted to capture the effects of related stocks, these studies only fuse the effects from a single stock relation, such as shareholding [26] or industry [8,10].

In practice, listed companies are connected through various relationships [25–27]. Stock prices are also affected by the spillover effects of various relations [15,29]. It may result in sub-optimal prediction results due to insufficient valid information if only a single type of related stock is considered. Ma et al. [15] proposed a multi-source aggregated classification model based on GCN for stock price prediction, which can aggregate the effects of related stocks in the supply chain, shareholding chain, and industry competitors. They organized the stock relation graph with three relations as a homogeneous graph and indiscriminately integrated information from related stocks with equal weights. However, the impact of each relation on a specific stock node is not uniform [5,29]. For example, related stocks in shareholding chains and industry competitors possess distinct influence levels on the target stocks [30–32]. Therefore, it is critical to consolidate the spillover impacts of related stocks across multiple relations and proficiently discern the variations in the degrees of these effects in different relations.

To sum up, there are two shortcomings in the aforementioned related works. On the one hand, the research on stock ranking prediction for portfolio optimization obtained the stock ranking results only based on higher expected returns while the stock price volatility risk is disregarded. As a crucial aspect of financial investments, risk-oriented criteria should be considered and introduced into the stock ranking method for stock selection.

On the other hand, most existing research preliminarily attempted to capture the effects of related stocks from a singular relation, disregarding the multiple spillover effects from related stocks with different relationships. Moreover, existing research ignored the distinctions in effects from various relations. The effects of each relation on the target stock are different. To effectively capture the effects of related stocks, the effects of related stocks from various relations should be aggregated, and the distinctions in relation strength should be learned. Table 1 shows the difference between the most relevant works and our proposed method.

3. Methodology

Following previous studies [8–10], stock portfolio optimization is formulated as a stock ranking problem to select superior stocks in this work. We propose an HGA-MT method for stock ranking and portfolio optimization. The model introduces an HGA mechanism to fuse the textual and quantitative features of multiple related stocks and employs a multi-task learning paradigm to concurrently learn both the stock risk and return. Given \( S = \{ s_1, s_2, \ldots, s_N \} \) is the set of \( N \) stocks, our task is to predict the stock ranking results of the \( N \) stocks on the next trading day, and then accordingly select Top-\( K \) ranked stocks to achieve a higher and sound investment revenue. As shown in Fig. 1, the proposed HGA-MT method includes four technical components. First (Section 3.1), we obtain the quantitative indicators and news features of \( N \) stocks in the set \( S \) and use a BiLSTM encoder to capture the temporal information. The input feature \( F \) of each training step aggregates the features of the \( N \) stocks over a time window of \( T \) days. \( T \) represents the count of trading days preceding the day of stock ranking prediction. The BiLSTM yields the post-encoding feature matrix \( H \) of the \( N \) stocks, subsequently. Second (Section 3.2.1), the stock relationship data of the \( N \) stocks are collected and presented via a heterogeneous graph \( G \), including the supply chain, shareholding chain, and industry competitor relationships. To distinguish the effects of related stocks in different relation types, we construct three relation-specific subgraphs that are defined as \( G_{su}, G_{sh} \) and \( G_{co} \) corresponding to supply, shareholding, and industry competitor relationships, respectively. Third (Section 3.2.2), GCN is utilized to capture the stock relations, fuse the effects of related stocks in each relationship, and an attention mechanism is utilized to assign different weights to different relation types. We aggregate the overall effects of related stocks to form a post-fusion matrix \( X \) by summing up the weighted information extracted from the supply chain \( X_{su} \), shareholding chain \( X_{sh} \), and industry competitor \( X_{co} \) relationships. Finally (Section 3.3), the post-fused matrix \( X \) is learned in a multi-task learning paradigm to predict the stock return \( \hat{\text{Return}}_{t+1}^{s_i} \) and volatility risk \( \hat{\text{Risk}}_{t+1}^{s_i} \) on the next trading day \( t+1 \). We obtain the stock ranking results \( \text{Rank}_{t+1}^{s_i} \) by considering both the risk and return in a score function. The Top-\( K \)-ranked stocks are selected as an investment portfolio to achieve sound investment profits. The description of symbols that are introduced in this paper is shown in Table 2.

3.1. Stock feature extraction

3.1.1. Quantitative indicator and news feature extraction

The extraction of quantitative indicators. Extensive research [2,6,18] has proved that fundamental and technical indicators are effective features for stock price prediction. Following previous studies [15,51].

2 The fundamental features are used to show the intrinsic value of stocks from several aspects, such as profitability, operating ability, capital structure, and liquidity analysis.

The technical indicators are used to capture the stock price patterns by the mathematical operation based on the given historical transaction data, e.g., price, trading volume or time span.
Table 1
The comparison of related works with our proposed method. QI denotes the quantitative indicators; News denotes the financial news features. RSL denotes relation strength learning.

<table>
<thead>
<tr>
<th>Studies</th>
<th>Features</th>
<th>Modeled relationships</th>
<th>RSL</th>
<th>Selected by</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sawhney et al. [10]</td>
<td>✓</td>
<td>Industry</td>
<td>—</td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Hsu et al. [8]</td>
<td>✓</td>
<td>Industry</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Ma et al. [5]</td>
<td>✓</td>
<td>Industry, Concept,</td>
<td>✓</td>
<td>—</td>
</tr>
<tr>
<td>Fund-hold.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Feng et al. [12]</td>
<td>✓</td>
<td>Price trend</td>
<td>—</td>
<td>✓</td>
</tr>
<tr>
<td>Wu et al. [54]</td>
<td>✓</td>
<td>Price trend</td>
<td>—</td>
<td>✓</td>
</tr>
<tr>
<td>Chen et al. [56]</td>
<td>✓ ✓</td>
<td>Sharehold.</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Ma et al. [15]</td>
<td>✓ ✓</td>
<td>Supply, Sharehold.</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Industry competitor</td>
<td>✓ ✓</td>
<td></td>
<td></td>
<td>✓ ✓</td>
</tr>
<tr>
<td>Ours</td>
<td>✓ ✓</td>
<td>Supply, Sharehold.</td>
<td></td>
<td>✓ ✓</td>
</tr>
</tbody>
</table>

The extraction of news features. With the advancement of natural language processing techniques, financial news has been wildly incorporated with quantitative indicators to improve stock price prediction accuracy. Our previous work [15] proves that a pre-trained Market-driven Sentiment Classifier (MSC) can effectively generate market-driven news sentiment features. Therefore, the MSC module from the previous work [15] is also applied to generate news embedding features in this study. MSC is a pre-trained sentiment classifier based on Chinese-RoBERTa [56] and news titles. The pre-training process encompasses training a Chinese-RoBERTa classifier to learn market-driven sentiment polarities. The polarity labels of market-driven sentiment are established based on the variation in stock prices on the day after the news release.

If the stock price goes down, the sentiment label of the news title is negative; otherwise, positive. In our application, the pre-trained MSC from the work of Ma et al. [15] is used to generate embeddings for news titles. In practical scenarios, a stock may receive more than one news article in a day. Therefore, the news embeddings of the stock in a day are averaged, thereby obtaining a daily news feature \( n_i \in \mathbb{R}^{1 \times 768} \), where 768 is the vector dimension of news feature) to represent all news titles in a day. The process of generating a news embedding of the Stock \( i \) in Day \( t \) can be defined as:

\[
q_{ij} = [\text{ROA}_{ij}, \text{DAR}_{ij}, \ldots, \text{LowerBand}_{ij}],
\]

where \( q_{ij} \in \mathbb{R}^{1 \times 39} \), 39 is the vector dimension of quantitative indicators.

20,43,44,55] with superior prediction results, 39 widely used indicators are used in this work, including 8 fundamental features that show the intrinsic values of stocks and 31 technical indicators that capture the stock price patterns. These fundamental and technical indicators are denoted as quantitative indicators. Table 3 shows all quantitative indicators used in this work. The original stock data were gathered from the RESSET platform.⁴ Then, Min-Max normalization is employed to standardize each indicator [43], owing to their distinct value ranges. The quantitative indicators of Stock \( i \) in the trading Day \( t \) are described as:

\[
q_i = [\text{ROA}_i, \text{DAR}_i, \ldots, \text{LowerBand}_i],
\]

If the stock price goes down, the sentiment label of the news title is negative; otherwise, positive. In our application, the pre-trained MSC from the work of Ma et al. [15] is used to generate embeddings for news titles. In practical scenarios, a stock may receive more than one news article in a day. Therefore, the news embeddings of the stock in a day are averaged, thereby obtaining a daily news feature \( n_i \in \mathbb{R}^{1 \times 768} \), where 768 is the vector dimension of news feature) to represent all news titles in a day. The process of generating a news embedding of the Stock \( i \) in Day \( t \) can be defined as:

\[
n_i = \text{MSC}(\text{News}_1, \text{News}_2, \ldots, \text{News}_m),
\]

where \( n_i \in \mathbb{R}^{1 \times 768} \) denotes the daily news feature of Stock \( i \) on Day \( t \). MSC(·) refers to the pre-trained MSC-based news embedding generator. News\(_1\),…,News\(_m\) are \( m \) financial news titles on Day \( t \) related to Stock \( i \).

Then, the quantitative indicators \( q_{ij} \), and news features \( n_{ij} \) of Stock \( i \) on Day \( t \) are concatenated (⊗), yielding its daily feature \( f_{ij} \) by

\[
f_{ij} = [q_{ij} \oplus n_{ij}],
\]

where \( f_{ij} \in \mathbb{R}^{1 \times 807} \) denotes the daily feature of Stock \( i \) on Day \( t \). 807 is the vector dimension of concatenated quantitative indicators and news features.

3.1.2. Temporal feature extraction
The stock market data are typical time series data. BiLSTM performs well in processing sequential data in stock price prediction [1–3]. Thus, BiLSTM is used to learn the time series features. For a training step that learns the stock risk and return at Day \( t + 1 \), the features in lookback window \( T \) are used to capture the time series information. The lookback window \( T \) denotes \( T \) trading days before the prediction day (Day \( t + 1 \)), i.e., \( T \) trading day from \( t - T + 1 \) to \( t \).
The employed fundamental and technical indicators of stocks.

Table 2

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>The set of stocks.</td>
</tr>
<tr>
<td>N</td>
<td>The number of stocks in the stock set S.</td>
</tr>
<tr>
<td>K</td>
<td>The number of top-ranked stocks in an investment portfolio.</td>
</tr>
<tr>
<td>T</td>
<td>The number of trading days before the prediction day.</td>
</tr>
<tr>
<td>q_i</td>
<td>q_i ∈ R^{T×768}, the quantitative indicators of Stock i on Day t.</td>
</tr>
<tr>
<td>n_i</td>
<td>n_i ∈ R^{T×768}, the news features of Stock i on Day t.</td>
</tr>
<tr>
<td>f_i</td>
<td>f_i ∈ R^{T×39}, the daily features of Stock i on Day t.</td>
</tr>
<tr>
<td>F_i</td>
<td>F_i ∈ R^{T×807}, the feature matrix of Stock i within a time window T.</td>
</tr>
<tr>
<td>F</td>
<td>F ∈ R^{T×807}, the feature matrix of N stocks within a time window T.</td>
</tr>
<tr>
<td>H</td>
<td>H ∈ R^{N×200}, the hidden states of BiLSTM of N stocks, representing the feature matrix of N stocks.</td>
</tr>
<tr>
<td>G(V, E, R)</td>
<td>G is a heterogeneous graph of stock relation. V is the set of nodes (stocks). E is the set of edges (relations). R is the set of relation types, including supply chain (sh) and industry competitor (co) relation.</td>
</tr>
<tr>
<td>G_{sa}, G_{sh}, G_{co}</td>
<td>G_{sa}, G_{sh}, G_{co} are the subgraphs of G only containing the sa, sh, and co relations, respectively.</td>
</tr>
<tr>
<td>A_{sa}, A_{sh}, A_{co}</td>
<td>A_{sa}, A_{sh}, A_{co} ∈ R^{N×N}, the adjacency matrix associated with the subgraphs G_{sa}, G_{sh}, and G_{co}, respectively.</td>
</tr>
<tr>
<td>L_{sa}, L_{sh}, L_{co}</td>
<td>L_{sa}, L_{sh}, L_{co} ∈ R^{N×N}, the hidden states of GCN, finding the features of related stocks in the sa, sh, and co relations, respectively.</td>
</tr>
<tr>
<td>M_{sa}, M_{sh}, M_{co}</td>
<td>M_{sa}, M_{sh}, M_{co} ∈ R^{N×N}, the concatenation of L_{sa}, L_{sh}, and L_{co} with H, respectively.</td>
</tr>
<tr>
<td>a_{sa}, a_{sh}, a_{co}</td>
<td>a_{sa}, a_{sh}, a_{co} ∈ R^{N×1}, the importance (attention) weights of related stocks in the sa, sh, and co relations, respectively.</td>
</tr>
<tr>
<td>X_{sa}, X_{sh}, X_{co}</td>
<td>X_{sa}, X_{sh}, X_{co} ∈ R^{N×807}, the effects of related stocks from the sa, sh, and co relations, respectively, given by HGA.</td>
</tr>
<tr>
<td>k</td>
<td>The hyperparameter for GCN layers.</td>
</tr>
<tr>
<td>a</td>
<td>The hyperparameter for balancing the losses of the two subtasks.</td>
</tr>
</tbody>
</table>

Then, the input features of Stock i in a training step are defined as

\[ F_i = [f_{i,T-4+1}, \ldots, f_{i,T-1}, f_{i,T}] \]  \hspace{1cm} (4)

where \( F_i \in \mathbb{R}^{T \times 807} \) is the feature matrix of the Stock i during the preceding T trading days. We analyze the sensitivity of T in Section 5.3.

Next, F_i is fed into a single BiLSTM layer with a dropout (D(\cdot)) to discover temporal patterns of Stock i:

\[ h_{i,t+1} = D(BiLSTM(M(F_i))) \]  \hspace{1cm} (5)

where \( h_{i,t+1} \in \mathbb{R}^{1 \times 200} \) is the final hidden states of BiLSTM (M(\cdot)) outputs of Stock i with the dropout. The hidden state size of the BiLSTM layer is 200. Since there are N input stocks at a training step, the overall input feature set is \( F \in \mathbb{R}^{N \times T \times 807} \). After BiLSTM encoding F and dropout, the temporal features (H) of all stocks are defined as:

\[ H = [h_{1,t+1}, h_{2,t+1}, \ldots, h_{N,t+1}] \]  \hspace{1cm} (6)

where \( H \in \mathbb{R}^{N \times 200} \) denotes the feature matrix of N stocks.

3.2. Information fusion of related stocks

In this section, we first develop the stock relation graphs that are used to present the relations between stocks (Section 3.2.1). Then, we present the process for the information fusion of related stocks based on the proposed HGA module (Section 3.2.2).

3.2.1. Stock relation graph construction

The relationships among listed companies are diverse and interconnected. Stock prices are affected by multiple spillover effects from related stocks. The relation graph is an appropriate method for representing the stock relationship information. In this study, we collect the relationship data for N stocks from Qichacha, including the supply chain (suppliers and customers), the sharing chain (holding and being held), and the industry competitor relationships. Qichacha is a leading information service in China that focuses on companies’ enterprise credit and relationship information. They objectively determine the related companies of each company based on official reports and announcements. More details regarding the data collection and stock relations extraction by Qichacha are shown in Appendix A. In this work, the interactive relationships among stocks are obtained from Qichacha.

Then, the relationship data of N stocks is presented by a heterogeneous graph (G). In the heterogeneous graph G = (V, E, R), V is the set of N nodes, where each node denotes a stock. In this study, the node (stock) set V includes 86 nodes (stocks) (N=86, details shown in Section 4.1). E is the set of edges, where each edge represents that two connected stocks have a type of business relationship. In this study, the set E includes 336 edges, indicating 336 pairwise relationships among 86 stocks. R is the set of edge types (i.e., relation types). In our work, R includes three types: the supply chain (sa), the sharing chain (sh), and the industry competitor (co) relationships. Each edge in set E belongs to one of the three edge types.

In the stock relation heterogeneous graph, a stock node is usually linked with other stock nodes by multiple relations. Related nodes in different relation types have different influences on the target stock node because the spillover effects on different relation types are different. Therefore, the information aggregation of related stock nodes in different relation types should be distinguished. According to the relation types in the heterogeneous graph (G), we construct three relation-specific subgraphs, namely G_{sa}, G_{sh}, and G_{co}. Fig. 2 shows the process of developing the stock relation graphs and the adjacent matrices. G_{sa} = (V, E_{sa}) denotes the subgraph of G only containing the supply chain relation, where all nodes are linked by supply chain relations. Similarly, G_{sh} and G_{co} refer to the subgraphs only connecting stock nodes by sharing and industry competitor relations, respectively.

5 https://www.qcc.com/
According to the subgraphs $G_{su}$, we construct the relation-specific adjacency matrix $A_{su} \in \mathbb{R}^{N \times N}$ which illustrates the supply relationships between the $N$ stocks. The adjacency matrix $A_{su}$ is defined as Eq. (7).

\[ A_{su} = \begin{bmatrix}
    a_{1,1} & a_{1,2} & \cdots & a_{1,N} \\
    a_{2,1} & a_{2,2} & \cdots & a_{2,N} \\
    \vdots & \vdots & \ddots & \vdots \\
    a_{N,1} & a_{N,2} & \cdots & a_{N,N}
\end{bmatrix} \tag{7} \\
\]

Similarly, we can obtain the adjacency matrix $A_{co} \in \mathbb{R}^{N \times N}$ and $A_{sh} \in \mathbb{R}^{N \times N}$, representing the shareholding chain and industry-competitor relationships among the $N$ stocks, respectively.

3.2.2. HGA-based information fusion of related stocks

Since the stock relationships are represented by graphs, to combine the impacts of associated stocks, we adopt a GCN network \cite{satorras2018deep} to learn the structural information present in graphs\cite{zhou2018graph, li2018deeper, kipf2016semi}. The inputs of the GCN model consist of a feature matrix, including each node’s features, and an adjacency matrix, presenting the relationships between nodes. The GCN can update the feature representation of each node according to the adjacency matrix and fuse the features of its neighbor nodes by the convolutional operation. In practice, the effect extent of every relation to the nodes is different; for example, the effects of related stocks in the shareholding chain differ from those of industry competitors. Thus, assigning different importance weights to different relations is essential. We propose the HGA module to aggregate the effects of related stocks in multiple relationships by GCN networks and assign different importance weights to different relation types by an attention mechanism.

The process of the HGA module for the information fusion of related stocks is shown in Fig. 3. To learn the impacts of related stocks in supply chain relation, first, the feature matrix ($H$) and the adjacency matrix ($A_{su}$) containing the supply chain relations between these nodes are input into a GCN layer for convolutional processing (see Eq. (8)). The feature vector of every node is enhanced by integrating the information from neighboring nodes in GCN. Consequently, the updated hidden states of each stock node in $L_{su}$ encompasses the information about its interrelated stocks in the supply chain relationship.

\[
L_{su} = \text{ReLU}(\tilde{D}^{-1/2}A_{su} \tilde{D}^{-1/2}H),\tag{8}
\]

where $\tilde{D}^{-1/2}A_{su} \tilde{D}^{-1/2} \in \mathbb{R}^{N \times N}$ is Laplacian matrix. $\tilde{D} \in \mathbb{R}^{N \times N}$ denotes a diagonal degree matrix, where $\tilde{D} = \Sigma_i A_{ii}$. $A_{su} \in \mathbb{R}^{N \times N}$ is an adjacency matrix. $W \in \mathbb{R}^{200 \times 200}$ denotes trainable parameters in the GCN layer. We use a ReLU activation function. $L_{su} \in \mathbb{R}^{N \times 200}$ is the activated GCN output, whose hidden state size is 200. $L_{su}$ represents the updated representation of each stock node in the graph by leveraging the information of its related stocks in the supply chain relationship. Then, the GCN output matrix $L_{su}$ and the feature matrix $H$ are concatenated.

\[
M_{su} = L_{su} \oplus H,\tag{9}
\]

where $M_{su} \in \mathbb{R}^{N \times 400}$. 400 is the matrix dimension of concatenated $H$ and $L_{su}$.

Next, considering the fact that related stocks in different relation types have different impacts and importance on the target stock, the model should learn the importance of each relation. The matrix $M_{su}$ is fed into a dense layer and sigmoid to calculate the importance weight ($a_{su} \in \mathbb{R}^{N \times 1}$) of related stocks in supply chain relation

\[
a_{su} = \text{sigmoid}(\text{Dense}(M_{su})).\tag{10}
\]

This process is defined as the attention layer in Fig. 3. With the weight coefficient, the information of related stocks in the supply chain relation ($X_{su} \in \mathbb{R}^{N \times 400}$) can be captured by Eq. (11), where $\odot$ indicates dot product.

\[
X_{su} = a_{su} \odot M_{su}.\tag{11}
\]

Similarly, we can obtain the feature matrices $M_{co}$ and $M_{sh}$, and the importance weights $a_{co}$ and $a_{sh}$, thereby capturing the effects of the related stocks in shareholding ($X_{co}$) and industry competitor ($X_{sh}$) relationships.

The final representation of a stock node can be obtained by aggregating the information of related stocks in the supply chain, shareholding chain, and industry competitor relationships:

\[
X_i = X_{su} + X_{co} + X_{sh}.\tag{12}
\]

This process of HGA can be repeated $k$ times for more comprehensive feature fusion. We examine the GCN layers with different $k$ values in Section 5.3.

3.3. Multi-task learning risk and return for stock ranking

3.3.1. Multi-task learning risk and return

Both risk and return drive investment decision-making. This inspires us to use a multi-task learning paradigm to jointly learn risk and return for stock ranking. The multi-task learning module can improve return and risk predictability because these learning tasks can leverage shared knowledge and utilize the correlation between them to enhance their generalization performance. More importantly, by taking into account both the predicted stock return ratio and stock volatility risk, we can attain more appropriate stock ranking results rather than solely prioritizing them based on their return ratios.
The stock return ratio is used as a training target for learning the “return” subtask. The ground truth return ratio of Stock $i$ on the trading Day $t+1$ is denoted as

$$\hat{y}^{\text{Return}}_{i,t+1} = \frac{C_{P_{i,t+1}} - C_{P_{i,t}}}{C_{P_{i,t}}} ,$$

(13)

where the $C_{P_{i,t+1}}$ and $C_{P_{i,t}}$ are the close price of Stock $i$ on the trading Day $t$ and Day $t+1$, respectively.

The stock price volatility during a period of time is used as another training target for learning the “risk” subtask. Wild volatility means higher risk. We define the standard deviation of 10-day close prices from Day $t - 4$ to Day $t + 5$ as the ground truth risk of Stock $i$ on Day $t + 1$:

$$\hat{y}^{\text{Risk}}_{i,t+1} = \sqrt{\frac{\sum_{j=t-4}^{t+5} (C_{P_{i,j}} - \bar{C}_{P_i})^2}{10}} ,$$

(14)

where $j \in \{t - 4, t - 3, \ldots, t + 5\}$. $C_{P_{i,j}}$ is the close price of Stock $i$ on the trading Day $j$. $\bar{C}_{P_i}$ is the mean value of $C_{P_{i,j}}$ during 10 trading days from Day $t - 4$ to Day $t + 5$. We heuristically used the close prices during 10 trading days (trading days in two weeks) to calculate the risk label. Noticeably, the close prices from $t - 4$ to $t + 5$ are only used to calculate the risk label on Day $t + 1$. The risk label ($y^{\text{Risk}}_{i,t+1}$) and return label ($y^{\text{Return}}_{i,t+1}$) are our training targets rather than model input. Thus, the proposed method does not involve the issue of label leakage. The calculation process for $y^{\text{Return}}_{i,t+1}$ and $y^{\text{Risk}}_{i,t+1}$ is shown in Fig. 4.

The process of stock selection by multi-task learning risk and return is shown in Fig. 5. The matrix $X$ that aggregates the information from related stocks is fed into task-specific layers to learn features related to each subtask. Task-specific layers are composed of two dense layers. The predictions of return and risk measures for $N$ stocks on the trading Day $t+1$ can be yielded from their task-specific layers

$$\hat{y}^{\text{Return}}_{i,t+1} = \text{Dense}(\text{ReLU}(\text{Dense}(\text{ReLU}(\text{Dense}(X))))),$$

$$\hat{y}^{\text{Risk}}_{i,t+1} = \text{Dense}(\text{ReLU}(\text{Dense}(\text{ReLU}(\text{Dense}(X))))) ,$$

(15)

where $\hat{y}^{\text{Return}}_{i,t+1} \in \mathbb{R}^{N \times 1}$ and $\hat{y}^{\text{Risk}}_{i,t+1} \in \mathbb{R}^{N \times 1}$ are the predicted return ratio and risk of $N$ stocks on the trading Day $t+1$, respectively.

The multi-task learning objective is optimized using a joint loss function, which simultaneously predicts the return ratio and risk of stocks. It updates network parameters by combining the loss values of both subtasks. We use the mean absolute error (MAE) as the loss function for the two subtasks. The final joint loss function of the proposed multi-task learning module ($\mathcal{L}_{RR}$) is denoted as

$$\mathcal{L}_{RR} = (1 - \alpha)\mathcal{L}_{\text{Return}} + \alpha \mathcal{L}_{\text{Risk}},$$

$$\mathcal{L}_{\text{Return}} = \text{MAE}(y^{\text{Return}}_{i,t+1}, \hat{y}^{\text{Return}}_{i,t+1}),$$

$$\mathcal{L}_{\text{Risk}} = \text{MAE}(y^{\text{Risk}}_{i,t+1}, \hat{y}^{\text{Risk}}_{i,t+1}),$$

(16)
Fig. 5. Stock selection with multi-task learning return and risk.

where $y_{\text{Return}}^{t+1}$ and $y_{\text{Risk}}^{t+1}$ are the ground truth return ratio and risk of $N$ stocks on trading Day $t + 1$. $\alpha$ is a hyperparameter for balancing the losses of the two subtasks. Various values of $\alpha$ are evaluated in Section 5.3.

3.3.2. Trading-oriented stock selection based on risk and return

We aim to obtain a more sound ranking result for stock investment by considering both risk and return. The return per unit of risk (ROR) is used as a measure for stock ranking. It is the ratio of return to volatility (risk), which means how much return is yielded for each unit of risk. ROR of Stock $i$ on the trading Day $t + 1$ is defined as

$$
\text{ROR}_{i, t+1} = \frac{y_{\text{Return}}_{i, t+1}}{y_{\text{Risk}}_{i, t+1}}. \tag{17}
$$

We compute the ROR for all stocks and rank the stocks in descending order ($D_{\text{sort}}$($\cdot$)). The predicted ranking result based on ROR on Day $t + 1$ is given by

$$
\text{Rank}_{\text{ROR}}^{t+1} = D_{\text{sort}}([\hat{\text{ROR}}_{1, t+1}; \ldots; \hat{\text{ROR}}_{i, t+1}; \ldots; \hat{\text{ROR}}_{N, t+1}]). \tag{18}
$$

Thus, the ranking result takes both the stock risk and return factors into account. Finally, the Top-$K$ ranked stocks out of the $N$ stock candidates are selected to invest as a portfolio, according to the ranking results.

4. Experiments

4.1. Datasets

As an emerging market and an essential part of the world economy, the Chinese stock markets are attractive to explore [2,3]. This work focuses on Chinese stock markets and executes the experiments using CSI100 index constituent stocks. CSI100 is the typical Index of Chinese markets. The stocks comprising the CSI100 Index are considered highly representative, characterized by significant market capitalization and robust liquidity in the Chinese market. As such, they serve as widely applicable and pertinent choices for financial investments. To ensure the validity of the experiment and minimize the impact of missing or abnormal data on the comparative analysis, we exclude stocks with limited trading days and financial news. In total, there are 86 stocks ($N = 86$) in our stock set.

The features of each stock in our stock set include 39 quantitative indicators and financial news features (shown in Section 3.1.1). The 39 quantitative indicators from January 2, 2018 to June 2, 2021 were collected from the RESSET platform. Moreover, a total of 134,520 news titles concerning 86 stocks were gathered from Hundsun Electronics, spanning from January 2, 2018 to June 2, 2021. Details of the stock candidates and the number of news titles of each stock are shown in Appendix B. Besides, the relations (edges) among 86 stocks (nodes) were gathered from Qichacha, including three relation types: supply chain, shareholding chain, and industry competitor relations. We obtained 336 relations among 86 stocks.

We split the dataset 70% for training, 10% for validation, and 20% for testing. The statistics of the employed dataset are shown in Table 4. Following previous research [20,60], the “walk forward testing” method [60] is conducted for maximally utilizing the available data.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Start</th>
<th>End</th>
<th>#days</th>
<th>#news</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>02/01/2018</td>
<td>25/05/2020</td>
<td>581</td>
<td>42,515</td>
</tr>
<tr>
<td>Val.</td>
<td>26/05/2020</td>
<td>21/09/2020</td>
<td>83</td>
<td>20,095</td>
</tr>
<tr>
<td>Test</td>
<td>22/09/2020</td>
<td>02/06/2021</td>
<td>166</td>
<td>71,910</td>
</tr>
<tr>
<td>All</td>
<td>02/01/2018</td>
<td>02/06/2021</td>
<td>830</td>
<td>134,520</td>
</tr>
</tbody>
</table>

To verify the validity of the proposed HGA-MT method, we compare it with the following baselines, namely MAC, FinGAT, LFM, TRAN, and TGC.

- MAC [15] is a GCN-based model that effectively aggregates the news sentiments of related stocks for stock price movement prediction. The original settings of MAC are adopted. We change the learning target of MAC from the stock price movement prediction (a classification task) to the stock return ratio prediction (a regression task). Then, we rank stocks by the predicted return ratios of MAC.

6 Hundsun Electronics (https://www.hundsun.com) is a prominent Chinese financial technology company that offers comprehensive financial technology services.
FinGAT [8] is a graph attention network-based model that incorporates a hierarchical correlation of sector and stocks to recommend the Top-K profitable stocks. It devises a multi-task objective that recommends profitable stocks and predicts stock movements. The original settings of FinGAT are adopted. The sector relationship information of the stocks in this study is collected from RESSET due to the different datasets.

LFM [61] is a multi-task learning model that integrates LSTM and random forest (RF) to simultaneously predict stock return and return movement directions. LFM is a non-graph-based method that does not incorporate related stocks’ information. The original settings of LFM are adopted. We first obtain the predicted stock return ratios, then accordingly rank stocks.

TRAN [11] is a graph-based model considering the industry relationships between stocks to rank the return ratios for stock recommendations. We adopt the model structure and original settings of TRAN. The sector relationship between stocks is collected from RESSET. Our quantitative indicators and news features are employed in this model.

TGC [9] is a classic model that treats stock prediction as a return ratio ranking task for stock recommendations. It captures the stock relations by a graph-based model. The quantitative indicators and model are employed from the original paper without modification, where the stock relation graph is constructed by our stock relation data.

4.3. Setups

We adopt Keras and TensorFlow frameworks to perform the proposed model. The batch size is set to 32. The training process is limited to a maximum of 500 epochs and equipped with an early-stop mechanism. The Adam optimizer [62] is used to optimize the model parameters with an initial learning rate of 0.001. To regularize the weight matrix of the kernel, we apply activity regularization L2 (0.001). The experiments are performed on GPU machines (Tesla V100). In particular, we carry out several experiments to explore the optimal sliding window length T within {1, 3, 5, 7, 9, 11, 13, 15}, the number of GCN layers (K) within {1, 2, 3, 4} and the loss weighing factor (α) of risk specific-task within [0.001, 0.01, 0.1, 0.2, 0.3, 0.4, 0.5, 0.7], based on the validation sets. A grid search process is adopted to optimize the model performance, where all the possible combinations of 3 hyperparameters are tested to select the optimal values. Section 5.3 shows more details on verifying these hyperparameters. The testing results are reported by using the optimal time step (T = 7), 2 GCN layers, and the loss weighing factor α = 0.3.

4.4. Evaluation metrics

The proposed model is evaluated in terms of ranking performance and financial evaluation. Ranking performance is an intuitive evaluation of the data science model for stock ranking. Financial evaluation is a crucial aspect of investments.

To evaluate the ranking performance, Precision and Mean Reciprocal Rank (MRR) are employed as evaluation metrics, following previous studies [9–11, 13, 15]. A larger value of Precision or MRR indicates more accurate ranking performance. Specifically, Precision reflects the hit percentage of the predicted ranking results.

\[
\text{Precision} = \frac{|L @ K(\text{Rank}_{\text{Return}})| \cap L @ K(\text{Rank}_{\text{Return}})}{K},
\]

where the ranking result of the ground truth return ratios of N stocks is denoted as \(\text{Rank}_{\text{Return}}\), which orders the ground truth return ratios in \(\text{Return}\) in descending; The ranking result of predicted return ratios of all stocks is denoted as \(\text{Rank}_{\text{Return}}\), which orders the predicted return ratios in \(\text{Return}\) in descending.

The lists of ground truth and predicted Top-K stocks are denoted as \(L @ K(\text{Rank}_{\text{Return}})\) and \(L @ K(\text{Rank}_{\text{Return}})\), respectively. MRR reflects the ranking order of the correct results among the predicted ranking results.

\[
\text{MRR} = \frac{1}{K} \sum_{i \in L @ K(\text{Rank}_{\text{Return}})} \frac{1}{\text{position}(\text{Rank}_{\text{Return}})}.
\]

where \(\text{position}(\text{Rank}_{\text{Return}})\) returns the ground truth ranking position of Stock i. In the following evaluation, that uses Precision and MRR metrics in Section 5, we do not use ROR that takes both risks and returns into account for the stock ranking (see Section 3.3.2). This is because the ground truth ranking results are ordered by return ratios only. Using \(\text{Rank}_{\text{Return}}\) along is more in line with the evaluation criteria of the stock ranking task setup.

To evaluate the financial performance of a model, we conduct a simulation of stock trading based on the predicted rankings and the Top-K stocks recommended by the model. Following previous studies [9–11, 13, 15], the metrics including cumulative Investment Return Ratio (IRR) [9], Sharpe ratio (SP) [63], Total money (TMoney) [28] and Maximum Drawdown (MDD) [64] are adopted in this study for financial evaluation in terms of return and risk. A larger value of IRR, SP, or TMoney generally indicates better performance in profitability; A lower value of MDD indicates lower downside risk and a smoother performance trajectory.

The IRR is adopted as the main metric to evaluate profitability, which is calculated by summing over the mean return ratios of the K selected stocks on each testing day.

\[
\text{IRR} = \sum_{q=1}^{Q} \text{IRR}_q,
\]

\[
\text{IRR}_q = \frac{\sum_{i \in L @ K(\text{Rank}_{\text{Return}})} \text{CP}_{i,q} - \text{CP}_{0,q}}{\text{CP}_{0,q}}.
\]

where \(\text{IRR}_q\) is the real return ratio on the qth testing day, \(Q\) is the number of testing days; \(L @ K(\text{Rank}_{\text{Return}})\) is the set of Top-K stocks according to the predicted ranking results on the qth testing day; \(\text{CP}_{i,q}\) is the close price of Stock i on the qth testing day.

TMoney [28] is adopted as an essential metric to evaluate profitability intuitively. TMoney is the summation of the funds for each stock in the portfolio, which represents the real funds statement of the portfolio. The concept of TMoney is inspired by the work of Chou et al. [36] and basically uses a similar idea of its funds standardization. The daily TMoney in a portfolio can be calculated by

\[
\text{TMoney}_q = \sum_{i \in L @ K(\text{Rank}_{\text{Return}})} \text{CP}_{i,q} \times \text{Share}_{i,q}.
\]

where \(\text{Share}_{i,q}\) is the percentage of holding shares of Stock i on the qth testing day. SP is the measure of risk-adjusted return, which is the average return earned in excess of the risk-free rate per unit of volatility (risk). A higher SP means a higher return relative to the amount of risk taken. SP is one of the most common financial evaluation metrics that has been widely used in previous studies [10, 13, 15].

\[
\text{SP} = \frac{E(R_p) - R_f}{\text{std}(R_p)} = \frac{1}{\sqrt{\frac{1}{\sum_{\omega=1}^{N} R_{\omega,q} - R_f}}}
\]

7 Trend Ratio [35] is also a useful metric. Compared with the Sharpe ratio, the risk in the trend ratio is the deviation between the portfolio trend and the fund standardization, instead of the deviation between the average of fund standardization and the fund standardization. The trend ratio takes the trend of the portfolio into consideration. This study uses SP instead of Trend Ratio because of their alignment with investors’ intuitive comprehension of risk-adjusted returns. Besides, SP is widely used in related works and our baseline works.
learning paradigm to simultaneously learn stock return and risk. The improvements verify the advantage of using the multi-task reducing overfitting by jointly learning two complementary tasks [65–67]. Our multi-task learning paradigm can extract more robust features and enhance the results. Compared with TGC and TRAN which generate the results by a single return rank-based on the heterogeneous stock relation graphs. Besides, compared with FinGAT and TRAN, which only use the industry relation information, falls behind the other graph-based models. It indicates that our proposed HGA-MT model against the state-of-the-art baselines. The results demonstrate that the proposed method can better aggregate the effects of related stocks from multiple relationships.

Table 5
The ranking performance of different models over Top-\(K\) stocks. \(K\) ∈ \{3, 5, 10\}, “Prec.” denotes the Precision.

<table>
<thead>
<tr>
<th>Models</th>
<th>Prec.</th>
<th>MRR</th>
</tr>
</thead>
<tbody>
<tr>
<td>TGC</td>
<td>0.0695</td>
<td>0.1687</td>
</tr>
<tr>
<td>TRAN</td>
<td>0.0675</td>
<td>0.1731</td>
</tr>
<tr>
<td>LFM</td>
<td>0.0577</td>
<td>0.1686</td>
</tr>
<tr>
<td>FinGAT</td>
<td>0.0654</td>
<td>0.1644</td>
</tr>
<tr>
<td>MAC</td>
<td>0.0670</td>
<td>0.1736</td>
</tr>
<tr>
<td>Ours</td>
<td>0.0859</td>
<td>0.1820</td>
</tr>
<tr>
<td>Avg.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ R_p = \frac{\sum_{q \leq p} (\text{Money}_q - \text{Money}_{q+1})}{\text{Money}_p} \]  

where \( R_p \) is the annual risk-free rate. In our evaluation, the yearly risk-free rate stands at 2.5%, aligning with established literature [28] and comparable to various residual maturities of China Government Bonds, spanning from 1 year to 10 years. \( R_p \) is the return rate of the portfolio \( p \) over a testing period. \( R_{p,q} \) denotes the return rate of the \( q \)th day within the period. \( n \) is the number of trading days during the testing period. The daily return rates are calculated by the daily TMoney (Eq. (24)) that represents the real fund statement of the portfolio. Thus, the change in return rates given by TMoney can truly reflect the return and risk varieties in a portfolio.

MDD also serves as an instinctive and widely used financial metric, effectively capturing the portfolio’s downside risk. In portfolio analysis, MDD represents the largest percentage decline in value that the investment experiences from its peak value to its trough value before reaching a new peak. A lower MDD denotes less severe losses during an investment period, which is favored by investors.

\[ MDD = \max_{t+1 \leq q \leq l} \left( \frac{\text{Money}_q - \text{Money}_{q+1}}{\text{Money}_q} \right), \]

where \( l \) denotes the \( t \)th testing day that is later than \( q \)th testing day within the testing period.

The stock ranking results of our model are based on ROR whose score function considers both risk and return factors. The stock ranking of baselines is only based on their predicted return ratios because they did not consider the risk factor in their original works.

5. Results

5.1. Main results

5.1.1. Ranking performance of stock selection

In this section, we compare the ranking performance of the proposed HGA-MT model against the state-of-the-art baselines. The results of different models are shown in Table 5. We report the Precision and MRR of Top-\(K\) ranking prediction, where the values of \( K \) are 3, 5, and 10. The results reveal that our proposed HGA-MT method achieves the best ranking performance than all baselines across the Top3, Top5, and Top10 predictions in terms of both the Precision and MRR metrics.

We observe that FLM, which does not capture related stock information, falls behind the other graph-based models. It indicates that integrating the effects of related stocks is important for stock ranking. Compared with FinGAT and TRAN, which only use the industry relation graphs, the improvements of HGA-MT demonstrate that our method can better aggregate the effects of related stocks from multiple relationships based on the heterogeneous stock relation graphs. Besides, compared with TGC and TRAN which generate the results by a single return ranking factor, the proposed method can achieve better performance since our multi-task learning paradigm can extract more robust features and reduce overfitting by jointly learning two complementary tasks [65–67]. The improvements verify the advantage of using the multi-task learning paradigm to simultaneously learn stock return and risk.

In particular, our proposed HGA-MT method outperforms MAC (the strongest baseline) with 0.0118 (11.09%) and 0.0221 (8.29%) gains in Precision and MRR on average, respectively. MAC also aggregates the financial news information of related stocks from multiple relationships. However, it yields the same weight for different relationships and delivers the results by a single return learning task. The improvements in our results demonstrate that the proposed method can better aggregate the effects of related stocks and optimize the model by multi-task learning.

5.1.2. Profitability analysis of stock selection

For financial evaluation, we perform trading simulations (backtesting) based on the predicted ranking results of different models. Following previous studies [9–11], the daily buy-hold-sell trading strategy is adopted for simulation trading. Specifically, the model is applied for financial evaluation. We buy the CSI 100 Index (the index that represents the weighted average price of 100 indexed stocks) on the first trading day of the testing period with all of the initial capital and sell it at the closing price on the trading Day \( t \). Then, we buy the Top-\(K\) ranked stocks with the highest predicted ranking scores at the closing price on the trading Day \( t \) and sell it at the closing price on Day \( t+1 \). The budget is equally split to trade the Top-\(K\) stocks.

Here, the \( K \) is set to 3, 5, and 10. The backtesting is conducted on the data of the test set. The initial investment capital is set to 10,000 RMB. The transaction cost is assumed as zero, which is in line with previous works [9,11,43]. Besides, we add an additional benchmark for financial evaluation. We buy the CSI 100 Index (the index that represents the weighted average price of 100 indexed stocks) on the first trading day of the testing period with all of the initial capital and hold it until the end of the testing period, which is defined as the Buy & Hold (B&H) strategy.
Table 6 presents the profitability evaluation results for IRR, SP and MDD of different methods. Fig. 6 visualizes the detailed changes in TMoney with different methods during the backtesting period. The evaluation results reveal the following findings:

(1) As shown in Table 6, our proposed HGA-MT method achieves the best performance across the Top3, Top5, and Top10 prediction tasks in terms of IRR and SP, yielding at least 0.0510 (14.94%) gains in IRR and 0.2055 (11.24%) gains in SP on average. HGA-MT also presents the lowest MDD (7.54%) on average, which is 14.42% lower than the strongest baseline. Moreover, Fig. 6 shows that our model can gain significantly higher TMoney across the Top3, Top5, and Top10 prediction tasks than all baselines during backtesting. These results demonstrate that our HGA-MT method can produce higher profits with lower risk.

(2) As shown in Table 6, the proposed method can achieve the best performance of SP with 2.0334 on average, which is higher than those of MAC (+0.2055), FinGAT (+0.3581), LFM (+0.7727), TRAN (+0.6586) and TGC (+0.9729). The higher SP means that HGA-MT can achieve a higher return on the investment relative to the same risk level. These results demonstrate the superiority of our HGA-MT method for stock ranking to optimize portfolios by considering return and risk simultaneously.

(3) All models achieve better evaluation results in terms of IRR and SP compared to directly buying the stock of the CSI 100 Index (B&H), which yields an IRR of 0.1665 and an SP of 0.9316. Such an observation indicates that effectively capturing valuable information by promising models to assist investment can obtain more profits. Surprisingly, B&H has a lower MDD compared to TGC.

Moreover, we conducted experiments to show the performance of different methods under the Top1-ranked stock selection setup. The results are shown in Appendix C.

5.2. Ablation studies

In this section, several ablation experiments are performed to examine the effectiveness of each technical component of HGA-MT, including the stock relation graphs, numerical quantitative indicator input, textual news feature input, the HGA module, the multi-task learning paradigm, and the adjusted ranking based on predicted risk values. Several variants of the model are conducted as follows:
For the ranking performance, Table 7 shows the evaluation results of the ablation experiments. As seen, the model without graph (w/o Graph) obtains the worst performance, which indicates that integrating the information of related stocks is critical for target stock ranking due to the complicated relationship between stocks. The proposed HGA-MT model performs better than the model without financial news sentiment features (w/o News) or quantitative indicators (w/o QI). The results demonstrate that news sentiment features and quantitative indicators are effective features for stock ranking prediction. The model excluding news sentiment features (w/o News) performs worse than the model excluding quantitative indicators (w/o QI), showing that financial news sentiment features have a higher utility.

Besides, our HGA-MT model outperforms the model without the HGA module (w/o HGA), demonstrating that the proposed HGA method can capture more useful information than naively integrating information from multiple related stocks without distinguishing the weights of different relationship types. Moreover, the results of the model without multi-task learning (w/o MT) show that the performance is degraded when removing the subtask of risk prediction. This proves that our proposed method with a multi-task paradigm can improve return-based ranking prediction performance. We do not include the performance of the ablation model w/o Risk in Table 7, because our full model in the ranking evaluation task does not take the risk factor into account in the scoring function (see Section 4.4), which is the same as the w/o Risk setup.

For the financial evaluation, Table 8 shows the evaluation results of IRR, SP, and MDD. As seen, the proposed HGA-MT model achieves the best performance among all the evaluation metrics. The performance is degraded by removing any component. Fig. 7 shows the TMoney of our proposed HGA-MT model and its submodels across Top3, Top5, and Top10 prediction tasks. The solid line represents the results of our full model. The results of the ablation models, which remove a particular component, are represented by the dashed lines. It can also be observed that subtracting a component (i.e., w/o Graph, w/o News, w/o QI, w/o HGA, w/o MT and w/o Risk) leads to lower TMoney across all tasks. Compared with the ablation model w/o HGA, the proposed model can achieve higher and more stable profits, demonstrating the effectiveness of integrating information by the HGA module. Moreover, the ablation model w/o Risk performs better than the ablation model w/o MT, showing the effect of multi-task learning in optimizing model parameters, thereby achieving better profitability.

In particular, the HGA-MT approach, as proposed in this study, demonstrates superior performance compared to the ablation model w/o Risk. In the model w/o Risk, ranking results are solely based on the descending order of stock returns, without taking into account the predicted risk values to adjust the ranking outcome. The improvements consolidate our argument that financial investment should consider risk and return simultaneously, thereby achieving higher and more stable profits. Although IRR results are similar by comparing HGA-MT and the model w/o Risk, the proposed model can achieve higher and more stable profits, demonstrating the effectiveness of our HGA module.
Fig. 7. TMoney of the proposed HGA-MT model and its ablation models over various selected stocks $K, K \in \{3, 5, 10\}$.

Fig. 8. TMoney of the proposed HGA-MT model and the ablation model w/o Risk over different number of selected stocks $K, K \in \{3, 5, 10\}$.

Fig. 8 shows the TMoney of the proposed HGA-MT model and the ablation model w/o Risk across Top3, Top5, Top10, and on average. The TMoney lines of HGA-MT and that of w/o Risk are very close in many cases. However, the TMoney lines of w/o Risk present greater volatility, which shows consistent findings from IRR, SP, and MDD metrics. In summary, the improved performance of our proposed model in terms of IRR, SP, MDD, and TMoney demonstrates that HGA-MT can achieve higher and more stable profits by considering both risk and return for investment-oriented stock ranking.

5.3. Hyperparameter analysis

As mentioned in Section 4.3, a grid search process is first adopted to explore the optimal values of different hyperparameters, including
the sliding window length \( T \), the number of GCN layers, and the weight parameter \( \alpha \) that determines the contribution of the loss of the risk subtask to the overall loss. All the possible combinations of 3 hyperparameters are tested to select the optimal values. The results show that the optimal values are time step \( T = 7, 2 \) GCN layers, and the loss weighing factor by \( \alpha = 0.3 \). To clearly visualize the result variation of changing each hyperparameter, we show the results that when a hyperparameter is varying, the others are fixed by the optimal values. The Precision and SP with different windows \( (T) \), GCN layers, and loss weights \( (\alpha) \) are shown in Fig. 9.

Fig. 9(a) shows that our model obtains the best Precision and SP by \( T=7 \), which can capture enough financial temporal information as well as avoid including outdated media and market signals. Moreover, Fig. 9(b) shows the performance by using varied numbers of GCN layers in the proposed model, where the optimal setting is given by 2 GCN layers. Besides, we show the performance by varying \( \alpha \) in Fig. 9(c). Specifically, the \( \alpha \) is first tested within \( \{0.001, 0.01, 0.1, 0.5, 1\} \), following an existing study about multi-task learning \([8]\).

The preliminary results show that our model can achieve better performance, given \( \alpha \) ranging from 0.1 to 0.5. Then, additional tests with finer-grained interval \( \{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7\} \) are tested. Finally, the results by varying \( \alpha \) in \( \{0.001, 0.01, 0.1, 0.2, 0.3, 0.4, 0.5, 0.7\} \) are shown in Fig. 9(c). A lower value of \( \alpha \) indicates a decreased influence of stock risk loss and an increased influence of stock return loss towards the overall loss. The results demonstrate the inclination of an initial increase followed by a subsequent decline, where the best performance is achieved by \( \alpha=0.3 \). The results imply that properly fusing the risk prediction task can improve stock ranking performance and profitability. Moreover, the performance is slightly worse when the \( \alpha \) is higher than 0.4. This is likely because too much focus on risk control undermines profits.

6. Conclusion

In order to select profitable stocks for portfolio optimization, we proposed a model to predict the stock ranking results on the next trading day by fusing the effects of related stocks and taking into account the stock return and volatility risk simultaneously. We designed a heterogeneous graph attention module that combines GCN and attention to capture various effects of related stocks from diverse relationships. The attention assigns distinct weights to scrutinize the distinction in effects among different relationships. Moreover, our model leverages a multi-task learning paradigm that jointly learns and predicts the stock return ratios and volatility risk. Thus, we can obtain stock ranking results by considering both the risk and return.

We examined our method on CSI 100 dataset in Chinese stock markets. The results show that our proposed HGA-MT model significantly outperforms the state-of-the-art baselines, yielding at least 11.09% and 8.29% gains in terms of Precision and MRR on average, respectively. Moreover, the backtesting demonstrated the superiority of our method in financial evaluation.

Our method exceeds the baselines at least by 14.94% in IRR 11.24% in SP, and 14.42% in MDD, achieving higher and more stable profits. In addition, the results of the ablation analysis indicate that jointly learning the stock risk and return significantly improves the stock ranking performance and financial profits. The designed HGA module is more effective for capturing the effects of related stocks than a homogeneous graph without weighing different relation types. These results demonstrate the effectiveness and applicability of the proposed HGA-MT method. In summary, our proposed HGA-MT method achieves better outcomes for stock ranking than baselines, resulting in higher and more stable profits.

On the other hand, there are several limitations that can be improved in future work. First, more relations between stocks should be explored to improve the robustness of neural networks. We will continue to explore the latent interactions between stocks and time-evolving stock relationship information to improve the performance further. Enhancing the explainability of neural networks is also a promising direction to improve the trustworthiness of trading signal predictions in the investment domain \([68-70]\). Second, we observed that many figurative languages exist in financial news, which results in a misunderstanding of the semantics \([71,72]\) of the input text. Thus, the metaphor understanding should be leveraged in future financial news and natural language processing-based quantitative investments. Third, the risk measure of individual stocks is an intuitive way of ranking stocks, whereas it is sub-optimal for measuring the risk of a portfolio. We will extend our proposed method with other portfolio risk measures.
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Fig. 9. Sensitivity analysis to (a) lookback window sizes, (b) the number of GCN layers, and (c) the weights for risk loss. The results are averaged over different portfolios including Top3, Top5 and Top10 stocks.
Appendix A

More details regarding stock relations provided by Qichacha are as follows:

- **Data sources**: (1) the official website of listed companies, (2) the official website of the state regulator, such as the National Enterprise Credit Information Publicity System, China Tendering & Bidding Public Service Platform, Ministry of Industry and Information Technology and Cninfo.

- **Technology**: (1) web crawler for raw information collection, (2) natural language processing technology for key information extraction.

- **Data form**: text data for key information extraction.

- **Data content**: the public information, including listed companies' announcements, annual reports, bidding information, qualification certificates, prospectus, listing announcement, etc.

The process of stock relation extraction by Qichacha is illustrated in Fig. A.10. Qichacha primarily collects textual data from the official websites of listed companies and the state regulator through web crawlers, including various sources such as announcements, annual reports, bidding information, qualification certificates, prospectus, listing announcement, etc. Then, key information is extracted and analyzed using natural language processing technology. Qichacha obtains relation information among stocks, including supply chain, shareholding chain, and industry competitors. Finally, the related stocks in three relation types of each stock are provided by Qichacha.

Appendix B

The pool of stocks for ranking can be seen in Table B.9.

Appendix C

As seen in Table C.10 and Fig. C.11, our proposed HGA-MT method achieves the best performance on the Top1 prediction task in terms of ranking prediction and profitability, which demonstrates the effectiveness of (1) simultaneously acquiring knowledge regarding the stock risk and return and (2) fusing the effects of multiple related stocks.

On the other hand, the evaluation outcomes of Table C.10, in conjunction with the findings presented in Tables 5 and 6 for Top3/5/10, illustrate a pattern that Top3 outperforms Top5 and Top10, and Top1 ranks lower than Top3. The observed performance trend, such as Top3

### Table B.9

A list of stocks that are used for ranking in this work. Code denotes the stock code. #news denotes the number of news of the stock.

<table>
<thead>
<tr>
<th>Code</th>
<th>#news</th>
<th>Code</th>
<th>#news</th>
<th>Code</th>
<th>#news</th>
<th>Code</th>
<th>#news</th>
</tr>
</thead>
<tbody>
<tr>
<td>00001</td>
<td>1718</td>
<td>002594</td>
<td>6264</td>
<td>600519</td>
<td>4460</td>
<td>601360</td>
<td>562</td>
</tr>
<tr>
<td>00002</td>
<td>924</td>
<td>002714</td>
<td>1564</td>
<td>600585</td>
<td>870</td>
<td>601390</td>
<td>648</td>
</tr>
<tr>
<td>00063</td>
<td>3543</td>
<td>002736</td>
<td>2927</td>
<td>600588</td>
<td>481</td>
<td>601398</td>
<td>3055</td>
</tr>
<tr>
<td>00166</td>
<td>2237</td>
<td>300015</td>
<td>689</td>
<td>600606</td>
<td>762</td>
<td>601601</td>
<td>1918</td>
</tr>
<tr>
<td>00258</td>
<td>624</td>
<td>002736</td>
<td>839</td>
<td>600690</td>
<td>954</td>
<td>601628</td>
<td>2206</td>
</tr>
<tr>
<td>000568</td>
<td>798</td>
<td>300049</td>
<td>1026</td>
<td>600809</td>
<td>600</td>
<td>601398</td>
<td>184</td>
</tr>
<tr>
<td>000561</td>
<td>2610</td>
<td>600000</td>
<td>1954</td>
<td>600837</td>
<td>4030</td>
<td>601688</td>
<td>4023</td>
</tr>
<tr>
<td>000661</td>
<td>792</td>
<td>600009</td>
<td>606</td>
<td>600887</td>
<td>646</td>
<td>601766</td>
<td>688</td>
</tr>
<tr>
<td>000725</td>
<td>996</td>
<td>600015</td>
<td>742</td>
<td>600900</td>
<td>475</td>
<td>601800</td>
<td>368</td>
</tr>
<tr>
<td>000776</td>
<td>2316</td>
<td>600018</td>
<td>240</td>
<td>601006</td>
<td>178</td>
<td>601857</td>
<td>586</td>
</tr>
<tr>
<td>000858</td>
<td>1452</td>
<td>600019</td>
<td>421</td>
<td>601012</td>
<td>2097</td>
<td>601888</td>
<td>640</td>
</tr>
<tr>
<td>000876</td>
<td>1621</td>
<td>600028</td>
<td>892</td>
<td>601088</td>
<td>758</td>
<td>601899</td>
<td>981</td>
</tr>
<tr>
<td>000895</td>
<td>334</td>
<td>600030</td>
<td>11049</td>
<td>601169</td>
<td>698</td>
<td>601933</td>
<td>876</td>
</tr>
<tr>
<td>001979</td>
<td>1200</td>
<td>600031</td>
<td>869</td>
<td>601186</td>
<td>424</td>
<td>601988</td>
<td>4159</td>
</tr>
<tr>
<td>002024</td>
<td>877</td>
<td>600036</td>
<td>3257</td>
<td>601211</td>
<td>1970</td>
<td>601989</td>
<td>134</td>
</tr>
<tr>
<td>002027</td>
<td>532</td>
<td>600048</td>
<td>656</td>
<td>601225</td>
<td>249</td>
<td>601998</td>
<td>2150</td>
</tr>
<tr>
<td>002142</td>
<td>853</td>
<td>600050</td>
<td>4039</td>
<td>601229</td>
<td>688</td>
<td>603160</td>
<td>519</td>
</tr>
<tr>
<td>002304</td>
<td>576</td>
<td>600104</td>
<td>2022</td>
<td>601288</td>
<td>1913</td>
<td>603288</td>
<td>654</td>
</tr>
<tr>
<td>002352</td>
<td>1608</td>
<td>600276</td>
<td>1394</td>
<td>601318</td>
<td>4007</td>
<td>603501</td>
<td>561</td>
</tr>
<tr>
<td>002415</td>
<td>1219</td>
<td>600346</td>
<td>526</td>
<td>601328</td>
<td>2642</td>
<td></td>
<td></td>
</tr>
<tr>
<td>002475</td>
<td>1574</td>
<td>600406</td>
<td>126</td>
<td>601536</td>
<td>1437</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table C.10

The ranking performance and profitability of different methods over Top1-ranked stocks.

<table>
<thead>
<tr>
<th>Model</th>
<th>Ranking performance</th>
<th>Profitability performance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>MRR</td>
</tr>
<tr>
<td>TGC</td>
<td>0.0122</td>
<td>0.0122</td>
</tr>
<tr>
<td>TRN</td>
<td>0.0184</td>
<td>0.0184</td>
</tr>
<tr>
<td>LFM</td>
<td>0.0123</td>
<td>0.0123</td>
</tr>
<tr>
<td>FinGAT</td>
<td>0.0366</td>
<td>0.0366</td>
</tr>
<tr>
<td>MAC</td>
<td>0.0429</td>
<td>0.0429</td>
</tr>
<tr>
<td>Ours</td>
<td>0.0491</td>
<td>0.0491</td>
</tr>
</tbody>
</table>
surpassing Top5 and Top10, can be attributed to the potential for heightened portfolio profitability when selecting a very limited number of stocks with superior rates of return, assuming a highly accurate model. At the extreme end of this spectrum is the notion of investing solely in the most profitable stock (Top1) every day, which would be the case if a ranking model is 100% accurate. However, acknowledging the impracticality of such a hypothetical scenario, we note the performance disparity where Top1 ranks lower than Top3.

This discrepancy underscores the significance of a risk diversification strategy, exemplified by investing in multiple stocks, e.g., Top3. This approach, driven by portfolio optimization, enables the model to achieve superior profitability compared to a strategy exclusively focused on the Top1-ranked stocks. In practice, given the inherent uncertainty surrounding the accuracy of predictions over a specified period, the risk-diversified approach of investing in multiple stocks offers investors a means to attain expected returns with reduced exposure to risks.
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