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their opinions, stories, and reviews. To give you a 
better idea how popular these websites are, more 
than 300 hours of video is uploaded to YouTube 
every minute. These videos address a large array of 
topics, such as movies, books, and products. This 
growth in multimedia sharing has seen increasing 
attention from many companies, researchers, and 
consumers interested in building better opinion-
mining applications for summarization, question 
answering, and video retrieval. We highlight three 
challenges of studying sentiment in these online 
opinion videos.

The fi rst challenge comes from the volatile and 
high-tempo nature of these opinion videos, wherein 
speakers often will switch between topics and opin-
ions. This makes it challenging to identify and seg-
ment the different opinions expressed. For example, 
a speaker can express more than one opinion in the 
same spoken utterance, as in, “That was a great ef-
fect; there is a lot of cheap childish humor everyone 
can relate to, but I thought it was hilarious.”

The second challenge comes with the range and 
subtlety of sentiment expressed in these opinion 
videos. We want approaches that can recognize 
the polarity of a video segment (for example, posi-
tive or negative) and also estimate the strength of 
the expressed sentiment.

The third challenge is a fundamental research 
question on how to use information more than 
text for sentiment analysis. In everyday communi-
cations, ideas and opinions are expressed through 
verbal content as well as visual and vocal behaviors, 
such as facial expressions, head gestures, and voice 
quality.

In this article, we introduce the Multimodal 
Opinion-Level Sentiment Intensity (MOSI) dataset, 
the video corpus with opinion-level sentiment in-
tensity annotations that can be used for sentiment, 
subjectivity, and multimodal language studies. (For 
more information on text-based and multimodal 
sentiment analysis, see the “Background” sidebar.) 
We focus on psycholinguistic study of coverbal ges-
tures.1 Using a data-driven approach, we exploit 
prototypical interaction patterns between facial 
gestures and spoken words, and we introduce a new 
representation called Multimodal Dictionary. Fi-
nally, we evaluate our proposed Multimodal Dic-
tionary on the challenging task of sentiment intensity 
prediction, using a speaker-independent paradigm 
(in which the model is tested on a new, unseen set 
of speakers to reduce the chance of bias introduced 
by speaker identifi cation).

MOSI Dataset
In this section, we introduce our new MOSI data-
set, the fi rst such dataset to enable studies of mul-
timodal sentiment intensity analysis. It can also 
be reliably used for detailed studies of language 
and gestures because of the rigorous annotation 

With the advent of mobile applications and 

social websites such as YouTube, Vine, and 

Vimeo, we have observed an increase in the num-

ber of online videos shared by people expressing 
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procedure. The dataset annotations 
contain the following:

•	multimodal observations, including 
transcribed speech and visual ges-
tures (an extensive set of automati-
cally extracted text, audio, and vi-
sual features are also available for 
download with the dataset);

•	 opinion-level subjectivity segmentation;
•	 sentiment intensity annotations us-

ing unbiased crowdsourcing; and 
•	 alignment between words, visual, 

and acoustic features.

The following subsections describe 
the dataset in more details.

Acquisition Methodology
We collected videos from YouTube with 
a focus on video blogs (vlogs)—popular 
monologue videos used by many You-
Tube users to express opinions about dif-

ferent subjects. The videos are recorded 
in diverse setups; some users have high-
tech microphones and cameras, whereas 
others use less-professional recording 
devices. Users are in different distances 
from the camera with different light-
ing and background. The videos vary 
in length from 2 to 5 minutes. We se-
lected a total of 93 videos from 89 dis-
tinct speakers, including 41 female and 
48 male speakers. Most of the speak-
ers were approximately between the  
ages of 20 and 30 years old. Although 
the speakers were from different eth-
nic backgrounds (for example, Cauca-
sian, African American, Hispanic, and 
Asian), all speakers expressed themselves 
in English, and the videos originated 
from either the US or the UK. Figure 1 
shows sample snapshots of video in the 
MOSI dataset.

We manually transcribed all the 
video clips to extract spoken words 

and the start time of each spoken ut-
terance. Our transcription methodol-
ogy had three stages. First, an expert 
transcriber manually transcribed all 
the videos, followed by a second tran-
scriber reviewing and correcting all 
the transcriptions. Our transcription 
scheme contained details about pause 
fillers (such as “umm” and “uhh”), 
stresses, and speech pauses. In the 
third stage, the text was carefully 
aligned at word and phoneme levels 
with the videos using a forced align-
ment method called P2FA.2 During 
the final stage, the results of the align-
ment were manually checked and, if 
necessary, corrected using PRAAT.3

Subjectivity Annotation
An important requirement of creating 
a dataset for sentiment analysis is to 
perform subjectivity segmentation to 
find opinionated segments of speech. 

Text-based sentiment analysis research has been an ac-

tive and extremely successful field.1 Among the nota-
ble efforts are works done in concept-level sentiment 

analysis,2 automatic identification of opinion words and their 

sentiment polarity,3 studies using n-grams and more complex 

language models,4 works addressing sentiment composition-
ality by using polarity shifting rules or careful feature engi-

neering,5 and works that use deep learning approaches.6 All 
these approaches primarily focus on the (spoken or written) 
text and ignore other communicative modalities.

Multimodal sentiment analysis has gained attention 
because of recent successes in multimodal analysis of human 

communications and affect.7 Similar to our study are works 
that use support vector machines to classify sentiment polarity 

based on movie reviews,8 that study multimodal sentiment 

analysis in Spanish videos,9 that use convolutional neural 
networks and careful feature engineering for sentiment 

polarity classification,10 and that use externally extracted 

word polarity data.11 All the approaches in previous works use 
multimodal cues, including visual and acoustic cues. However, 
they have shortcomings with respect to core language and 
gestures studies, they present no analysis of sentiment 
intensity, and their approaches are speaker dependent.
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Following the work of Janyce Wiebe 
and colleagues,4 subjective sentences  
are defined as expressions of a per-
son’s opinions, whereas objective sen-
tences express facts and truth. Our 
annotation scheme expands their 
work to extract spoken opinion seg-
ments, defined to isolate distinct opin-
ions and perform sentiment analysis  
on them. Therefore, subjective con-
tent comprises one or more opinion 
segments (hereafter, we will use sub-
jective segment, opinion segment, 
and opinion interchangeably to refer 
to the same concept).

We define subjectivity as an at-
tempt to express a private state, one 

that is distinguishable by carrying an 
opinion, belief, thought, feeling, emo-
tion, goal, evaluation, or judgment. 
To more accurately annotate the 
boundaries of each opinion segment, 
we have defined the following rules. 
If the text contains an expression of a 
private state, the following segmenta-
tion rules apply (brackets are used to 
hold segments):

•	 Segment the subjective content on 
the basis of the number of private 
states revealed—for example, “[I 
love The Shawshank Redemption]
[and I love Transformers]” results 
in two subjective segments.

•	 Segment if the utterance contains a 
modification of a private state while 
maintaining the subject—for ex-
ample, “[Well, based on what I saw 
today, I feel like the movie industry 
is going crazy][or maybe it’s just me 
being so hard on the poor actors.]”

•	 Segment if the subjective utterance 
ends with the start of an objective 
segment—for example, “[In my 
opinion, the movie was all about 
eating healthy food], you could see 
banners of different organic brands 
in several shots.”

If there is subjective content and it 
extends beyond the boundary of the 
utterance while retaining the opin-
ion, we merge the extension with 
the original utterance—for exam-
ple, “[I don’t like it! It’s not a likable 
movie!]” The extension can be mul-
tiple sentences or part of a sentence.

Two trained annotators did the sub-
jectivity annotation. The two annota-
tions resulted in a Krippendorf’s alpha 
of 0.68. The subjectivity annotation 
resulted in 2,199 subjective segments 
and 1,503 objective ones. We con-
sidered both subjective and objective 
segments for multimodal subjectivity 
studies, but for sentiment annotations, 
we focused on subjective segments. 
Table 1 gives detailed statistics of the 
dataset and opinion segments.

Crowdsourced Sentiment Intensity 
Annotation
Sentiment intensity is defined from 
strongly negative to strongly positive 
with a linear scale from –3 to +3.  On-
line workers from Amazon Mechani-
cal Turk performed the intensity an-
notations. Only master workers with 
an approval rate of higher than 95 
percent were selected to participate. A 
total of 2,199 short video clips were 
created from the subjective opinion 
segments. For each video, the an-
notators had eight choices: strongly 

Table 1. MOSI dataset statistics.

Statistical measure Value

Total no. segments 3,702

Total no. opinion segments 2,199

Total no. objective segments 1,503

Total no. videos 93

Total no. distinct speakers 89

Average no. opinion segments in video 23.2

Average length of opinion segments 4.2 seconds

Average word count per opinion segments 12

Total no. words in opinion segments 26,295

Total no. unique words in opinion segments 3,107

Total no. words in opinion segments appearing at least 10 times in the dataset 557

Figure 1. Example snapshots of videos from our new Multimodal Opinion-Level 
Sentiment Intensity (MOSI) dataset.
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positive (labeled as +3), positive (+2), 
weakly positive (+1), neutral (0), 
weakly negative (–1), negative (–2), 
strongly negative (–3), and uncertain.

We kept the instructions simple to 
reduce any training bias. The only tu-
torial was on how to use the online 
system (for example, how to submit 
the form). The task was phrased as  
follows: “How would you rate the  
sentiment expressed in this video seg-
ment? (Please note that you may or 
may not agree with what the speaker 
says. It is imperative that you only rate 
the sentiment stated by the speaker, 
not your opinion.)” Each video clip 
was annotated by five workers. The 
interannotator agreement between 
workers was 0.77 in terms of Krippen-
dorf’s alpha. The final sentiment in-
tensity of each segment is the average 
of all five workers. Figure 2a shows 
the distribution of sentiment inten-
sities for all opinion segments in the 
MOSI dataset; Figure 2b shows how 
the sentiment distribution changes 
as the size of the opinion (that is, the 
number of words in that opinion) in-
creases. Although Richard Socher and 
colleagues reported that short (fewer 
than 10 words) text-only opinions 
have no significant sentiment and are 
mostly neutral,5 short video segments 
have equal distribution along all 
scores, which shows that the presence 
of multimodal information, more than 
just text, makes it possible for human 

annotators to deduce sentiment for 
small opinion segments.

Manual Gesture Annotations
We provided a set of manually anno-
tated gestures to study the relations 
between words and gestures. Because 
hands were not always visible in the 
YouTube videos, only facial gestures 
are annotated. We selected four ges-
tures and expressions: smile, frown, 
head nod, and head shake. These are 
expressive of emotions and regularly 
happen in MOSI dataset. The annota-
tions were done at the segment level. 
An expert coder manually annotated 
all 2,199 video segments, and a sec-
ond coder annotated a subset of this 
dataset to compute the agreement be-
tween the coders. For all four gestures, 
the average coder agreement was 0.81.

Multimodal Analysis of 
Visual Gestures and Verbal 
Messages
The MOSI dataset enables detailed 
statistical study of language as a 
multimodal signal. We conducted a 
study to find a suitable multimodal 
representation for sentiment analy-
sis. We wanted to understand the in-
teraction patterns between spoken 
words and visual gestures. To study 
these interaction patterns, we stud-
ied the changes in the distribution of 
perceived sentiment intensity when 
a specific facial gesture is present or 

not. We performed this analysis at the 
opinion level, wherein we studied the 
multimodal interactions of the top 
100 spoken words with all four facial 
gestures (smile, frown, head nod, and 
head shake).

Interaction Patterns
Figure 3 shows representative exam-
ples from our multimodal analysis, in 
which we identified four types of inter-
action patterns between spoken words 
and facial gestures: neutral, empha-
sizer, positive, and negative. Each sub-
graph is a histogram that represents 
the distribution of perceived sentiment 
intensities per opinion segment.

To help understand the average in-
teraction of facial gestures with spo-
ken words, the first row of Figure 3 
shows how the sentiment intensities 
are distributed for all opinion seg-
ments (the top-left histogram of Fig-
ure 3 is repeated from Figure 2). It is 
not surprising to see that opinion seg-
ments with a smile or a head nod are 
perceived as more positive. The oppo-
site effect is observed for frown and 
head shake gestures.

Neutral interaction pattern. To exem-
plify this pattern, we selected the most 
frequent word in our dataset: “the.” 
“The” is considered sentimentally neu-
tral in isolation. The second row of Fig-
ure 3 shows the interaction between 
the facial gestures and the spoken word 

Figure 2. Histograms of sentiment distribution in MOSI dataset. (a) Distribution of sentiment over the entire dataset. (b) The 
percentage of each sentiment intensity per segment size (number of words in opinion segment).
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“the.” We can observe that the pattern 
mostly follows the common interaction 
patterns in the first row.

Emphasizer interaction pattern. We 
observed a second interaction pattern 
in our multimodal analysis. To exem-
plify this pattern, we showed in the 
third row of Figure 3 how facial ges-
tures interact with the word “really.” 
When accompanied by a smile or head 
nod, the distribution tends to shift to 
positive sentiment intensity, with less 
negative or neutral intensities. The op-
posite effect happens when “really” 
is accompanied by a frown or head 
shake—then, the distribution is biased 
toward negative sentiment. In other 
words, this interaction pattern tends 
to shift the sentiment toward the ex-
tremes. We define this type of interac-
tion pattern as an emphasizer.

Negative and positive interaction pat-
terns. The third and fourth type of  

interaction seem to appear when studying 
sentimentally polarized words, because 
their sentiment distributions are not  
affected in the same way as the neutral  
and emphasizer. For example, the pos-
itively polarized word “love” is shown 
in the fourth row of Figure 3 (we 
merged the verbs “love” and “loved” 
in these histograms for simplification). 
The sentiment distributions do not sig-
nificantly change polarity when accom-
panied by a frown or head shake. An 
opposite trend happens when we study 
a negatively polarized word such as 
“don’t,” shown in the last row of Figure 
3 (we merged all instances of “don’t,” 
“doesn’t,” and “didn’t” in these histo-
grams). We observe limited changes in 
the sentiment distributions for the smile 
and head nod.

Multimodal Dictionary
On the basis of these interaction pat-
terns between words and gestures, 
we present a simple representation 

model that jointly accounts for words 
and gestures in each opinion seg-
ment. We define W = {w1, w2, w3, …, 
wK} as the set of words in our data-
set and K as the dictionary size. We 
observed in our experiments that in-
formation about gestures being pres-
ent or not present is useful; thus, we 
defined G = {smile, frown, head nod, 
head shake, ~smile, ~frown, ~head 
nod, ~head shake} (the approxima-
tion symbol indicates no evidence of  
that gesture). We then defined the  
Multimodal Dictionary to be the 
Cartesian product of sets of words W 
and gestures G as follows: 

M = {(w, g) | w ∈ W, g ∈ G}.

The Multimodal Dictionary creates  
a simple joint space of words and ges-
tures. Each element in this multimodal 
representation is a binary variable  
similar to the bag-of-words represen-
tation for text and captures if a word 

Figure 3. Sentiment intensity histograms for spoken words and visual gestures. In each histogram, the y-axis is the number of 
co-occurrence and the x-axis is the sentiment intensity as in Figure 2.
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and gesture have co-occurred. Using 
this method yields better results in 
sentiment intensity analysis compared 
with common fusion methods. 

Experimental Results
All the experiments described in this sec- 
tion were done in a speaker-independent  
framework. We trained prediction mod-
els using nu-SVR6 and tested them using  
a fivefold cross-validation methodol-
ogy. The automatic validation of the 
hyperparameters was performed with 
fourfold cross-validation on the train-
ing sets. We calculated the regressors’ 
performance based on mean abso-
lute error (MAE) and correlation. We 
trained the following models:

•	 Random. We included in our exper-
iments a simple baseline model that 
always predicts a random sentiment 
intensity between [3, –3]. This base-
line gives an overall idea about how 
random models will work.

•	 Verbal. We trained this model using 
only verbal features from MOSI. We 
created a simple bag-of-words fea-
ture set from monograms and big-
rams created from words in speech 
segments, including speech pauses 
and pause fillers. All the features 
with fewer than 10 instances in the 
dataset were removed from the bag-
of-words set, given their infrequency.

•	 Visual. We trained this model us-
ing facial gestures, as described ear-
lier. We assigned a binary feature for 
each of the four facial gestures: smile, 
frown, head nod, and head shake.

•	 Verbal+Visual. We trained this 
model on verbal and visual data 
combined. The verbal and visual 
features were simply concatenated 
for each opinion segment.

•	 Multimodal Dictionary. We trained 
this model on Multimodal Diction-
ary representation. Each element in  
the Multimodal Dictionary is treated  
as a random variable and denotes 

joint representation between words 
and gestures.

•	 Human Performance. Humans are 
asked to predict the sentiment score 
of each opinion segment. This will 
be both a baseline for how well hu-
mans can predict sentiment inten-
sity and a future target for machine 
learning methods.

Table 2 summarizes our experi-
mental results. We performed a sig-
nificance test using pairwise T-test 
between the models (see Figure 4; 
stars indicate the p-value range). Our 
first observation from these results is 
that the Verbal+Visual model outper-
forms both the Verbal model and Vi-
sual model individually.

A second observation is that the 
Multimodal Dictionary model outper-
forms the Verbal+Visual model. The 
difference is statistically significant (p 
< 0.01). This is well-aligned with mul-
timodal study mentioned earlier and 
presented in Figure 3, wherein spoken 
words and facial gestures were shown 
to have multiple interaction patterns. 

Our Multimodal Dictionary is de-
signed to explicitly model these inter-
actions. This new representation re-
sults in better performance for senti-
ment intensity prediction.

In this article, we introduced the 
Multimodal Dictionary to better un-
derstand the interaction between fa-
cial gestures and spoken words when 
expressing sentiment. This new com-
putational representation improved 
prediction performance in speaker-in-
dependent multimodal sentiment in-
tensity analysis. The findings we pres-
ent here open the door to new research 
directions for studying human com-
munication dynamics. One promising 
future direction is to analyze the vocal 
behaviors (such as vocal emphasis or 
prosodic cues) in the context of mul-
timodal sentiment expressions. This 
analysis should also be augmented to 
take into account the temporal con-
tingency between these vocal, visual, 
and verbal behaviors. These research 
directions will help us better under-

Table 2. Mean absolute error and correlation for each of the trained baseline 
models.

Model Mean absolute error Correlation

Random 1.88 0.00

Verbal 1.18 0.46

Visual 1.24 0.36

Verbal+Visual 1.14 0.49

Multimodal Dictionary 1.10 0.53

Human Performance 0.61 0.83

Figure 4. Statistical comparison between Multimodal Dictionary and other trained 
models. One star shows p < 0.01, and three stars show p < 0.0001.
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stand the dynamics of human commu-
nications central to many applications 
such as healthcare and education.
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