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Abstract
The success of artificial intelligence (AI), and deep learning models in particular, has led 
to their widespread adoption across various industries due to their ability to process huge 
amounts of data and learn complex patterns. However, due to their lack of explainability, 
there are significant concerns regarding their use in critical sectors, such as finance and 
healthcare, where decision-making transparency is of paramount importance. In this pa-
per, we provide a comparative survey of methods that aim to improve the explainability 
of deep learning models within the context of finance. We categorize the collection of 
explainable AI methods according to their corresponding characteristics, and we review 
the concerns and challenges of adopting explainable AI methods, together with future 
directions we deemed appropriate and important.
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1 Introduction

Finance is a constantly evolving sector that is deeply rooted in the development of human 
civilization. One of the main tasks of finance is the efficient allocation of resources, with 
a chief example being the handling of capital flows between various entities with different 
needs. These entities can be divided into individuals, companies, and countries, and lead 
to the common categorization of personal, corporate, and government finance. The sector 
can be traced back to 5000 years ago, in the agrarian societies that had been established and 
developed for some thousand of years at the time. Indeed, one of the first examples of bank-
ing, a central institution within finance, can be attributed to the Babylonian empire. Since 
then, societal development and technological advances have pushed the field to undergo 
several changes. In the past two decades, these changes have been particularly marked, due 
to the accelerating pace of technological development, especially in the context of AI. The 
latter has started spreading across multiple segments of finance, from digital transactions 
to investment management, risk management, algorithmic trading, and more (Team 2022). 
The use of novel AI- and non-AI technologies to automate and improve financial processes 
is now known as FinTech (Financial Technology), and its growth in the past two decades has 
been remarkable (Mroczkowska 2020). In this review, we focus on AI-based technologies 
and machine learning for financial applications.

Financial researchers and practitioners have been relying on supervised, unsupervised, 
and semi-supervised machine learning methods as well as reinforcement learning for tack-
ling many different problems. Some examples include credit evaluation, fraud detection, 
algorithmic trading, and wealth management. In supervised-based machine learning meth-
ods it is common to use e.g., neural networks to identify complex relationships hidden in the 
available labeled data. The labels are usually provided by domain experts. For instance, one 
can think of building a stock-picking system, where a domain expert labels periods of posi-
tive and negative returns. The machine is then tasked to build the relationship between (pos-
sibly) high-dimensional data, and positive and negative returns of a given stock (or multiple 
stocks) and generalize to unseen data to e.g., predict the future stock’s behavior (Ma et al. 
2023, 2024). In unsupervised-based machine learning methods, the task is instead to iden-
tify data with similar characteristics that can therefore be clustered together (Aghabozorgi 
and Teh 2014), without domain-expert labeling. For example, one can think of identifying 
all stocks that have similar characteristics into clusters using some similarity metrics, such 
as valuation, profitability and risk. Semi-supervised learning is a middle ground between 
supervised and unsupervised learning, where only a portion of the data is labeled. Finally, 
reinforcement learning aims to maximize, through a set of actions, the cumulative reward 
specified by the practitioners. Reinforcement learning is used in finance for e.g., portfolio 
construction. Reinforcement learning is strictly related to Markov decision processes and 
substantially differs from both supervised and unsupervised learning.

Among supervised, unsupervised, and reinforcement learning methods, there is vast 
heterogeneity in terms of complexity. Some methods are considered easier to understand, 
hence to interpret by practitioners (also referred to as white-box methods), while others are 
considered not interpretable (also referred to as black-box methods). To this end, neural 
networks and deep learning strategies, that underpin the majority (albeit not the entirety) 
of recent machine learning methods for financial applications, are considered black-box 
methods - i.e., the reason for a given prediction is not of easy access when available). This 
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constitutes a critical issue, especially in risky and highly regulated sectors, such as health-
care and finance, where a wrong decision may lead to catastrophic loss of life (healthcare) 
or capital (finance).

Additionally, the utilization of large language models (LLMs) has experienced a sig-
nificant surge, primarily fueled by the release of OpenAI’s ChatGPT and GPT-4 mod-
els (Achiam et al. 2023). These models have demonstrated their versatility and efficacy 
across an extensive spectrum of applications, from commonsense reasoning to solving com-
plex mathematical challenges (Mao et al. 2024). Researchers have rapidly embraced LLMs 
in the financial sector, notable for the development of BloombergGPT (Wu et al. 2023), a 
specialized 50-billion-parameter decoder-only transformer. This model is distinguished by 
its pre-training on a comprehensive dataset including general and domain-specific financial 
texts. Subsequent efforts in the field have either involved the refinement of base LLMs 
through fine-tuning (Li et al. 2023, 2024; Xie et al. 2024; Yang et al. 2023) or the direct 
application of LLMs for inferential purposes (Lopez-Lira and Tang 2023; Xie et al. 2023), 
showcasing the broad applicability and adaptability of these models. Despite these advance-
ments, challenges remain, particularly regarding the transparency and reliability of the out-
puts generated by these models which are also categorized under black-box methods. A 
significant concern is the propensity of LLMs to produce responses that, while seemingly 
accurate, may be based on false premises or commonly referred to as “hallucinations”. This 
complicates the task for end-users to distinguish between factual and fabricated informa-
tion. This issue is exacerbated by the notable frequency of such occurrences of hallucina-
tion, as documented in recent studies (Huang et al. 2023; Alkaissi and McFarlane 2023), 
highlighting the critical need for vigilance.

Hence, it was deemed important to understand the reasons (i.e., the data and patterns) 
the machine used to make a given decision. This aspect encompasses the broad field of AI 
transparency (Cambria et al. 2023). The latter is composed of three pillars, (i) AI aware-
ness, (ii) AI model explainability, and (iii) AI outcome explainability. The first is tasked 
to understand whether AI is involved in a given product. The second is responsible to pro-
vide a detailed explanation of the AI model, including its inputs and outputs. The third is 
responsible to provide a granular explanation of the inputs’ contributions to the AI model’s 
outcomes. To this last category, we find a vast array of post-hoc interpretability methods. In 
this review, we assume that AI awareness is achieved, i.e., we know that in a given financial 
process AI is involved, and focus on AI explainability, also referred to as eXplainable AI or 
simply XAI. A further distinction commonly made is between interpretability and explain-
ability of an AI model. These two terms, frequently used interchangeably, have subtle dif-
ferences. Interpretability refers to how and why a model works. Explainability refers to the 
ability of explaining the results in human terms.

While deep learning methods are considered black-boxes, many other methods in finance 
are considered white-box methods. The trade-off between complexity and interpretability 
is perhaps one of the most debated aspects in the field of financial AI. On one hand, white-
box methods are highly interpretable but lack the ability to grasp complex relationships, 
frequently failing to meet the desired performance. On the other hand, black-box methods 
are not interpretable but usually (although not always) meet the desired performance. There-
fore, it is not surprising that there are significant efforts being pushed forward in recent years 
to render black-box methods more interpretable, where the primary example is the field of 
deep learning.
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1.1 Contribution

In this paper, we provide an extensive review of XAI methods for the financial field that we 
name FinXAI. Although there have been several surveys on XAI methods (Cambria et al. 
2023; Sahakyan et al. 2021; Arrieta et al. 2020; Guidotti et al. 2018; Molnar 2020; Mueller 
et al. 2019; Rojat et al. 2021), these papers are targeted towards XAI in general domains 
and are not specific to finance. Other similar works in finance touches on minor aspects of 
explainability but are primarily focused on other topics such as sentiment analysis (Du et al. 
2024) and financial sustainability (Ong et al. 2024). Existing FinXAI works such as Chen 
et al. (2023) conduct statistical analysis on the FinXAI trends by using NLP techniques on 
the lexical level, however, the work lacks a comprehensive study of finer details such as 
introducing the various ways FinXAI can be categorized. Weber et al. (2023) conduct a 
broader investigation but lacks important categorization details such as audiences, explana-
tion type, or data structures. We note that this is important to differentiate the applicability 
of general XAI from FinXAI. Our work addresses the identified gaps by offering a detailed 
categorization of existing XAI methodologies, tailored specifically for the financial research 
community. This categorization is designed to facilitate a clearer understanding of which 
XAI approaches are most applicable to various financial applications.

To compile this review, we reviewed over 100 related papers, focusing mainly, though not 
exclusively on the third pillar, i.e., the explainability of the inputs’ contributions to the AI mod-
el’s outcomes. We ensure the quality of our review by de-duplicating similar FinXAI works or 
excluding XAI works that do not analyze financial tasks, see Fig. 1. To this end, we perform a 
detailed breakdown of 68 papers where we considered both post-hoc interpretability methods 
applied to black-box deep learning models, and inherently transparent models that do not require 
further post-hoc interpretability. Despite the relatively small number of collected papers in the 
field of XAI, it is important to note that our main objective is to focus specifically on XAI tech-

Fig. 1 We meticulously curated a list of high-quality FinXAI works that are likely to be of significant 
interest to the financial research community. The range of XAI methods applied in the financial sector is 
somewhat limited, predominantly focused on a narrow set of techniques. However, we included works 
that employ similar explainability methods but are applied to different tasks or aim to achieve distinct 
objectives

 

1 3

  189  Page 4 of 49



A comprehensive review on financial explainable AI

niques applicable to the financial industry. This targeted approach will provide valuable insights 
for researchers in related fields and will ultimately help drive innovation and progress in the 
financial industry. With the growing need for transparency and accountability of deep learning, 
the XAI community has seen increasing growth in the number of works published, we focus here 
instead only on works concerning financial use cases. Notably, FinXAI is but a small subset of 
the general field of XAI and, thus we take a holistic approach to assembling existing studies to 
keep up to date with the current approaches.

The reviewed articles were queried from both Google Scholar and Scopus where we searched 
using a set of keywords relating to works that have applied explainable AI techniques in financial 
use cases, the set of keywords include “XAI, explainable AI, finance, financial sector, financial 
field, explainable ML, interpretable AI, credit evaluation, stock forecasting, financial explain-
able AI”. Note that the keywords do not always include an overlap between ‘finance’ and ‘XAI’ 
since some works do not explicitly state the fusion of both in the title or keywords. Thus we 
manually filter out those that ultimately do not fit the mentioned criteria. We took a bottom-up 
approach as FinXAI is a relatively niche research area, with limited work compared to the gen-
eral XAI field. We try to collect a diverse set of papers that covers each category sufficiently well, 
and summarized in Tables 1, 2, 3. In particular, we noticed a lack of counterfactual explainability 
works. Hence, we explicitly searched for XAI techniques that provide counterfactual explana-
tions. Counterfactual explanations are deemed as a desirable form of explanation as the receiver 
tends to prefer understanding why a certain prediction was made instead of the opposing.

The main contributions of our work are as such:

 ● We provide an extensive study on consolidating XAI methods in the field of finance 
(FinXAI), for researchers interested in prioritizing transparency in their solutions.

 ● We frame the FinXAI process as a sequential flow of decision-making processes (see Fig 5), 
where we place importance on aligning the XAI technique with the target audience. The 
objective of this framework is to produce explanations that are both goal-oriented and au-
dience-centric.

 ● We review current FinXAI techniques, analyze their technical contributions to ethical goals, 
and list down a number of key challenges faced in implementing XAI as well as important 
directions to be improved for the future.

The remainder of the review paper is organized as follows: Sect. 2 describes the definitions, 
reasons, and brief overview of FinXAI. Subsequently, we explain the methodology of FinXAI, 
starting from numerical in Sect. 3, textual in Sect. 4, hybrid analysis in Sect. 5 and ending with 
transparent models in Sect. 6. In Sect. 7, we analyze how the reviewed FinXAI methods con-
tribute to ethical goals. Section 8 discusses key challenges of adopting explainable models and 
future directions for research. Finally, Sect. 9 offers concluding remarks.

2 FinXAI: definition, reason, approach

This section details the definition, purpose, and approaches that have been taken in improv-
ing the transparency of AI models. A collection of existing literature reviews are analyzed 
and collated to give the reader a better understanding of commonly used terminologies in 
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the XAI field, as well as the interlink between AI, linguistics, and social sciences which is 
essential to provide a solid understanding of the subject.

2.1 Definition of XAI

The general explainable AI methods is inherently linked to the broader concept of AI trans-
parency. As mentioned in Sect. 1, this term encompasses under a single framework three key 
steps: AI awareness, AI model explainability, and AI outcome explainability. In this review, 
we focus on the latter two aspects, model and outcome explainability. Model explainability 
means that the inner workings of a given AI solution are interpretable, and therefore the 
results may be interpreted by humans. This is typically the case for models with reduced 
complexity (i.e., white-box models), such as linear and logistic regression, and decision 
trees.

Outcome explainability means that the inner workings of a given AI solution are not 
fully interpretable, and therefore the results may not be fully understandable by humans, 
unless some interpretability tools are applied to explain the AI outcomes. This is the case for 
complex models (i.e., black-box models), such as deep neural networks. In these cases, it is 
common to apply model agnostic post-hoc (and other) interpretability tools to understand 
the results the AI provided in human terms.

Correspondingly, XAI models may be cast into two broad categories: intrinsically 
explainable due to their highly interpretable nature (e.g., linear and logistic regression), and 
extrinsically explainable, hence requiring an external tool to make them interpretable. In 
turn, these two categories of models lead to different classes of model transparency: simulat-
ability, decomposability, and algorithmic transparency (Arrieta et al. 2020). Each of these 
three classes inherits the preceding class’ properties, that is, if a model is decomposable, it 
is also simulatable, and if a model is algorithmically transparent is also decomposable and 
simulatable. In simple terms, simulatability refers to the model’s ability to allow a human 
observer to simulate a thought process over the inner workings of the model. Decompos-
ability entails that interpretability is available at every segment of the model, including 
inputs, outputs as well as model inner workings and parameters. Algorithmic transparency 
largely deals with the human user being able to understand how the model reacts with vary-
ing inputs and more importantly the ability to reason about errors the model produces. An 
inherently transparent model exhibits the ability to provide human-understandable explana-
tions without any additional layer of interpretability, albeit the criteria of validating what is 
perceived to be “human-understandable” is dynamic across various audiences.

2.2 Distinction between FinXAI and XAI

Since the focus of this work revolves around XAI in finance applications, it is important 
that a clear distinction is made. Although the above in general applies to FinXAI as well, 
there are several critical distinctions that set it apart from the broader XAI field. A key dis-
tinguishing feature of FinXAI is its multidisciplinary nature, requiring not only expertise 
in crafting accurate explanations but also the integration of insights from financial experts 
to ensure the explanations are both credible and persuasive to the target audience. In one 
regard, the areas of transparency not only concern the decision-making model itself but 
also the data and design process of the end-product (van den Berg and Kuiper 2020). For 
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example, the EU High-Level Expert Group on AI (HLEG 2019) states that the data the 
model interacted with should be traceable by human users at any given time. In addition, 
the design process of the system must be clear and explainable in a manner comprehensible 
to related stakeholders. The list of information types, regarded as explainable can even be 
extended to include principles and guidelines in the development of the AI system, as well 
as personnel involved in the implementation and development process (Kuiper et al. 2022).

A key goal for explainability is to gain the trust of affected stakeholders. Examples of 
such stakeholders include regulators, board members, auditors, end-users, and develop-
ers (Yeong Zee Kin 2023). To this end, the format and degree of explanation vary among 
audiences. The key message is usually conveyed in reports customized to the suitability of 
the receiving audience. It is common knowledge that financial service providers are regu-
larly audited by supervisory authorities to ensure adherence to regulations and to prevent 
potential fraud from taking place. The level of scrutiny expected of the authorities is much 
higher than what the service providers expect. A study conducted by Kuiper et al. (2022) 
involves a preliminary investigation to identify the types of information that are deemed 
necessary, in the perspective of banks and supervisory authorities. The result was that 
supervisory authorities identify all forms of information types as relevant while banks only 
consider a subset of them. As such, there exists a gap between each organization’s under-
standing of necessity, more often than not leading to the delay in approving the deployment 
of financial services.

As previously mentioned, the quality of an explanation is largely subjective and depends 
on the audience’s needs. The level of required detail typically increases hierarchically, from 
end-users to regulatory authorities, as illustrated in Fig. 2. In this context, scrutiny refers to 
the depth of information deemed necessary. End-users generally require the least amount 
of explanation, focusing mainly on practical concerns such as the cause of an outcome 
and data security. Conversely, external regulators demand comprehensive explanations that 
cover every aspect of the end-product, including design guidelines, accountability, person-
nel involvement, deployment processes, and organizational training structures, in addition 
to addressing end-user requirements. Proximity refers to the region of explanation provided 
by the XAI technique and can be classified under local (reasons about a particular outcome) 
and global (view of the underlying reasoning and mechanics of the AI model). End-users 
tend to be concerned with how the outcome affecting them is provided (local proximity). 
For example, a person whose credit card application was rejected would want to know the 
underlying reason behind it. In contrast, the solution providers and regulators tend to focus 
on the internal operations and design workflow of the product, for reasons related to perfor-
mance enhancement, fairness in the model’s sense of judgment, and identification of biases 
in the prediction (global proximity). This necessity to tailor explanations to meet the specific 
needs of each audience is a defining characteristic of FinXAI, making it fundamentally 
audience-centric. Furthermore, the challenge of generating an appropriate explanation is 
intensified by the inherent preference biases of different audience types (Kuiper et al. 2022). 
Figure 5 illustrates our recommendations for incorporating this factor into the design of 
explainability solutions. While this challenge is not unique to financial applications, it is 
particularly pronounced in this domain due to the stringent need to comply with a compre-
hensive set of principles, which we discuss further in Sect. 2.3.
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2.3 Reasons for FinXAI

As previously mentioned, various stakeholders lean towards different forms of explanation, 
naturally leading to different sets of goals the explanation can provide. Financial products 
typically undergo a rigorous verification process prior to deployment. Thus, a paramount 
reason for adopting explainable models is to ensure that financial solutions adhere to ethi-
cal standards outlined in the financial sector. The Monetary Authority of Singapore (MAS) 
stipulates that AI solutions should be developed in accordance with the Fairness, Ethics, 
Accountability and Transparency (FEAT) principles (of Singapore 2021). EU’s General 
Data Protection Regulation (GDPR) (Goodman and Flaxman 2017) in 2018 announced a 
law referred as “right to explanation”, dictating that individuals affected by automated deci-
sion-making solutions have a right to ask for an explanation of the outcome made for them.

The rising call for explainable models is mainly influenced by the rapid advancement 
of AI solutions and the increasing complexity surrounding them. More importantly, pub-
lic cases of AI model displaying biases in their prediction magnifies the urge for explain-
able solutions. A famous example is Google’s image recognition software, that accidentally 
labels dark-skin humans as gorillas (VINCENT 2018). Such biases can damage the com-
pany’s reputation, and lead to profit losses.

The financial sector has its own set of ethics that should be upheld along with the desir-
able principles of AI ethics. These set of financial ethics often overlap with AI principles. An 
experiment involving 8 financial experts to investigate the relationship between the afore-
mentioned sets was carried out in Rizinski et al. (2022). The results show that financial eth-
ics (integrity, objectivity, competence, fairness, confidentiality, professionalism, diligence) 
has significant similarities with AI ethics (growth and sustainable development, human-cen-
tered values and fairness, transparency and explainability, safety and accountability). The 
strength of the links between each element was assessed, with integrity and fairness having 

Fig. 2 Levels of explanation requirements by different audiences, categorized by explanation proximity, 
and ordered by scrutiny level. Local proximity refers to explanations concerned about a specific outcome. 
Global proximity refers to the underlying reasoning and mechanics of an AI model). End-users typically 
require are satisfied with local-proximity explanations, and the level of scrutiny is low. Developers, do-
main experts and regulatory authorities require global-proximity explanations instead, and the level of 
scrutiny is much higher
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the strongest relationship with AI ethics. Indeed, this is understandable given that AI solu-
tions should naturally embody these qualities, regardless of the industry taken into account.

As mentioned, the ethical goals set forth by XAI solutions differ among audiences, simi-
lar to the explanation types desired. Each audience is likely to be more affected by one than 
the other (Arrieta et al. 2020; Mohseni et al. 2021). Figure 3 list the ethical goals supported 
towards each set of audiences, and shows that there are some overlapping ethical goals 
across audiences. Referring to Arrieta et al. (2020), we provide a brief explanation of each 
ethical goal reported in Fig. 3, taking a financial perspective.

 ● Trustworthiness: Defined as instilling trust into users affected by the decisions of the AI 
model. Trustworthiness can be achieved when there is a high level of confidence in the 
model to constantly behave in the intended manner (Ribeiro et al. 2016). Trust is also 
sustained if the services provided are transparent and enables affected user to maintain 
their faith in the service providers. However, trust is a highly subjective quality and 
hence difficult to quantify. Judging if an explanation instills trust is mostly subjected to 
the affected users’ opinions.

 ● Fairness: Refers to delivering AI solutions and explanations to every user and stake-
holder equally, removing possible biases. Indeed, bias mitigation is a key constituent of 
fairness. The transparency of the AI model allows for a fair and socially ethical analysis, 
where any form of biases existing in the product chain are eliminated. In the financial 
markets, users tend to use the services provided by a firm if they are assured of fair and 
unbiased treatment.

 ● Informativeness: One important objective of AI models is to provide assistance to hu-
man counterparts in making decisions. Therefore, it is vital that the problem statement 
is made clear at all times. By providing explanations, the model benefits both from a 

Fig. 3 Ethical goals are classified under three broad audiences: end-users, developers/domain experts, 
and internal/external regulatory authorities. Some ethical goals are shared by the three different audiences 
considered, such as informativeness (Arrieta et al. 2020)
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social perspective as well as a performance standpoint, since knowing what is being 
done opens up opportunities for further refinement. Most of the papers in the literature 
dealing with this aspect aim at identifying relevant features which equates to highlight-
ing parts of the input data the model is paying attention to. This can assist in debugging 
and allows pruning of unnecessary features which may cause overfitting.

 ● Accessibility: The main personnel interacting with algorithms are usually restricted to 
AI developers or domain experts, providing accessibility could allow for non-experts to 
get involved. This can be seen as an important stepping stone for making AI prevalent 
and well-accepted by the general society. Likewise, complicated algorithms deter finan-
cial companies from adopting such solutions, since extensive training is required while 
having to fear potential repercussions in the case of any unintended wrongdoings. If a 
model is able to relate its mechanisms in easily understandable terms, it can ease the fear 
of users and encourage more organizations to adopt such practices.

 ● Privacy Awareness: Not knowing the full limits of accessibility in the data can result in 
a breach of privacy. Likewise, such an issue triggers concerns within the overall design 
workflow. Accountable personnel in the designing process should ensure third parties 
are only allowed restricted access to the end-users data and prevent any misuse which 
can disrupt data integrity. Privacy awareness is especially important in the financial sec-
tor due to the amount and sensitivity of the information being captured.

 ● Confidence: The AI model should provide not only an outcome but also the confidence 
it has in the decision-making process, allowing domain experts to identify uncertainty 
in both model’s results as well as the region of data captured. Stability in the prediction 
can be used to access a model’s confidence while explanations provided by the model 
should only be trusted if it produces results that are consistent across different data 
inputs.

 ● Causality: It is usually in the interest of developers or experts to understand the causal-
ity between data features. However, proving it is a difficult task that requires extensive 
experimenting. Correlation can be involved in assessing causality, though it is frequent-
ly not representative of causality. Since AI models only discover correlations among the 
data they learn from, domain experts are usually required to perform a deeper analysis 
of causal relationships.

 ● Transferability: Allowing for the distillation of knowledge learned from AI models is 
an extensive area of research, a notable benefit is that it allows for the reusability of 
different models and averts endless hours of re-training. However, the complexity of 
the algorithms limits experts from deploying trained models in different domains. For 
example, a model trained to forecast future stock prices can likely be used to predict 
other financial variables such as bond price, market volatility, or creditworthiness, if the 
model behavior in these circumstances is known. Delivering an intuition of the inner 
workings can ease the burden of experts to facilitate adapting the knowledge learned, 
reducing the effort required for fine-tuning. Transferability is arguably one of the essen-
tial properties for the improvement of future AI models.

2.4 Approach of FinXAI

The review provided in this paper aims to give the readers an overall view of the XAI 
methodologies developed thus far in the financial industry. We note that explainability can 

1 3

Page 15 of 49   189 



W. J. Yeo et al.

be injected across different stages of the development cycle. These stages include: pre-
modeling, modeling, and post-modeling (Mellon 2021). Pre-modeling stage refers to the 
process chain before the designing stage of the AI model, this can include preliminary pro-
cedures which focus on identifying salient features by accessing readily available domain 
knowledge (Islam et al. 2019). The modeling phase includes any adjustment to the model’s 
architecture or optimization objective. As a start, simpler transparent models should be pre-
ferred over complex black-box models if the problem at hand is not too complicated. Most 
of the papers in the review focus on the post-modeling stage, mainly due to the flexibility 
and ease of designing explainability techniques. Since the outcome is provided, it provides 
developers with more information to design an appropriate explanation method towards the 
form of data interacted (See Fig. 4). Most XAI techniques tend to focus on one stage of the 
modeling process, though it is possible to do so in two or more.

The focused regions of finance can be broadly categorized under three sections Bah-
rammirzaee (2010): credit evaluation (peer-to-peer lending, credit assessment, credit risk 
management, credit scoring, accounting anomalies), financial prediction (Asset alloca-
tion, stock index prediction, market condition forecasting, volatility forecasting, algorith-
mic trading, financial growth rate, economic crisis forecast, bankruptcy prediction, fraud 
detection (Athey et al. 2018), mortgage default) and financial analytics (financial text clas-
sification, spending behavior, financial corporate social responsibility (CSR), customer sat-
isfaction). Following the task classification, we further differentiate the studies based on 
the underlying characteristics of the XAI technique as shown in Table 1, 2, 3. Specifically, 
we seek to answer questions such as “What form of explanation is provided?” (explanation 
procedure), “Who is the explanation intended for?” (audience), “What kind of explanation 
is provided?” (proximity, explanation type).

 ● Transparency: As mentioned in Sect. 2.4, interpretability of the model is either derived 
via interpreting the internal mechanisms of the AI model or through external techniques 
aimed at delivering some form of visualization or intuition of how the model works. 
Most of the reviewed papers focus on post-hoc explainability techniques, which we 
believe are preferred for a number of reasons. Intrinsic models usually under-perform 

Fig. 4 Different stages where interpretability can be injected into the design workflow (Mellon 2021)
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complex networks and as such, producing explanations for an inaccurate prediction is 
pointless. We additionally note that the method of conveying explanations for intrinsic 
models is by definition model-specific. This means the same method cannot be reused 
for a different model. While post-hoc techniques can be agnostic or specific towards any 
single model.

 ● Proximity: The explanations provided by XAI tools can seek to explain either the deri-
vation of an outcome, known as local explanation, or how the model outputs on a global 
scale, referred to as global explanation. Global explanations tend to provide information 
on how the model makes decisions globally based on the learned weights, data features, 
and structure of the network. Producing an acceptable global explanation tends to be dif-
ficult in most cases (Molnar 2020) as opposed to just a region of the input data. On the 
other hand, local explanations focus on a specific region of the dataset and seek to assist 
the receiver in understanding how a particular prediction is made. Local explanation is 
more accurate for unique cases where the dependency on input features is rarely cap-
tured by the AI model, which can cause global explanations to ignore such dependency. 
End-users tend to prefer local explanations as their concern lies with the explanation 
surrounding their outcome. Regulators and financial experts, on the other hand, prefer 
global explanations in order to have a complete understanding of the model.

 ● Explanation Procedure: According to Arrieta et al. (2020), the various forms of post-
hoc XAI techniques can be divided into several sections: text explanation (TE), visual 
explanation (VE), explanation by example (EE), explanation by simplification (ES) and 
feature relevance (FR). TE provides an explanation via text generation. Natural lan-
guage tends to be easily understood by non-experts and is a common source of informa-
tion in human society. VE enables visual understanding of the model’s behavior, which 
may be preferable for image features (Selvaraju et al. 2017), such methods comprise 
graphical plots for both local and global explainability. EE captures a smaller subset of 
examples which represents the correlations modeled by the black-box model at a high 
level. ES techniques build a simpler surrogate model to approximate the underlying 
black-box model with high fidelity yet being interpretable. FR techniques aim to iden-
tify features deemed relevant for the model’s prediction, by computing a relevance score 
for each feature. FR can account for explainability at both local and global levels and 
constitutes the largest share among the reviewed papers in our literature.

 ● Audience: Since the quality of explanations is subjective, it is very difficult to derive 
a one-fit-all explanation and hence, explanations should be customized towards one’s 
needs. The examples of audiences are referenced from Fig 2, while we further merge 
internal and external regulators together. We highlight that aligning the objective of the 
explanation to the audience receiving it is important (Tomsett et al. 2018). Determining 
if an explanation is considered meaningful, is dependent on the target goals respective 
of each audience. Financial regulators, for example, would not be very concerned with 
understanding what sort of AI model or ML technique is used, but rather on the aspect 
of data privacy, model biases, or unfair treatment between affected end-users. It is un-
common for a single explanation to be deemed acceptable to audiences holding different 
positions in a financial company. An example is that the explanation produced for the 
developer tends to require additional customization before submitting to the immediate 
superior and the same applies to the proceeding higher-ups and external end-users.

 ● Data Type: The most commonly used forms of input data among the reviewed papers 
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consists of text, images, and numerical values. In terms of frequency among the forms 
of available data, numerical features are the most common source of information used 
in the financial industry. Images represent the least utilized source, as they tend to be 
storage intensive and contain a large amount of redundant information or are not ap-
plicable for most use cases. We only found a single work using image features. Chen et 
al. (2020) perform classification of eight different candlestick patterns and the explana-
tion is delivered through monitoring changes in prediction after applying adversarial 
attacks. Surprisingly, textual information is not used as frequently as expected, albeit 
being a valuable source of information for deriving market sentiment or understanding 
consumers’ emotions towards certain aspects of the business product. It is also possible 
to unify multiple sources of information, otherwise known as multi-model data. A boost 
in performance can be achieved, for instance by combining the patterns learned from 
time-series features and sentiment from textual features.

 ● Explanation Type: A single explanation can be conveyed in various forms, including 
factual, contrastive, and counterfactual explanations (Miller 2019). Factual delivers 
straightforward explanations that seek to answer the question “Why does X lead to Y” 
as opposed to contrastive “Why does X lead to Y instead of Z”. Counterfactual instead 
reasons how the consequent can be changed with respect to the antecedent, answering 
the question “how to achieve Z by changing X”. Humans tend to prefer contrastive 
rather than factual explanations since the latter can have multiple answers and referring 
to Miller (2019), explanations are selective. As humans tend to ignore a large portion 
of the explanations except for the important ones due to cognitive bias. For example, 
if Person A’s loan application was rejected, there could be numerous reasons for this, 
such as “Person A’s income was too low for the past 6 months”, “Person A’s only have 
1 existing credit card”, “Person A has had a credit default 3 months ago” and so on. 
Whereas a contrastive explanation can instead involve comparing against another ap-
plicant whose outcome contrasts the target applicant’s and an explanation can be made, 
highlighting the most significant factor. As argued by Lipton (1990), contrastive expla-
nations are easier to deliver as one does not have to investigate the entire region of caus-
es but rather a subset of it. Counterfactual explanations then seek to provide solutions 
for the contrastive explanation, commonly done by identifying the smallest changes to 
the input features, such that the outcome can be altered towards the alternative.

 ● Explanation Evaluation: Despite the extensive studies carried out to investigate what 
defines a good explanation, it is difficult to qualitatively compare among interpreta-
tions. The quality of an explanation is mostly subjective as a single explanation can be 
perceived with varying opinions among audiences. Nonetheless, there exist a number of 
studies that provides a quantitative approach to evaluating explanations. These measure-
ments can be derived from human experts (Yang et al. 2020), referencing financial ethi-
cal goals (Adams and Hagras 2020) or through statistical methods (Müller et al. 2022). 
Islam et al. (2019) conducted a comparison between feature importance techniques in 
time series data and proposed a multivariate dataset that deals with the inability of tech-
niques that identify salient time-series features. A vast majority of the reviewed papers 
focused only on evaluating the performance of the prediction model and consider it as 
a proxy for the quality of the explanation. We argue that such evaluation does not fully 
represent the quality of the explanation and even if so, it may not be suitable for every 
form of explanation procedure.
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Selection Procedure: We design a framework shown in Fig. 5, framing the designing of the 
XAI solution as a sequential decision-making process. The selection categories can be refer-
enced from Tables 1, 2, 3. The sequential structure of the framework ensures the explanation 
provided is tailored to the audience’s needs while achieving the goal set out with respect to 
the target audience. We note that certain properties of the XAI technique have inner depen-
dencies with each other, such as the relationship between explanation proximity and target 
audience. The quality of the explanation is evaluated and serves as feedback for any neces-
sary adjustment, resulting in an audience-centric explanation.

3 XAI with numerical features

Numerical features are a common source of information across all aspects of data-driven 
methodologies. Financial tasks such as credit scoring of individuals/firms and financial 
market forecasts commonly use a collection of historical numerical features, such as stock 
price, trade volume, and volatility, and apply various forms of data-driven models to make 
predictions. These data-driven models may include supervised learning approaches, e.g., 
classification and regression tasks, and unsupervised learning approaches, e.g., clustering 
tasks. The use of numerical features within the context of finance is well established, hence 
it is not surprising that the majority of reviewed studies focus on this area. In the follow-
ing, we outline the main approaches used for explainability in this context, namely visual 
explanation, explanation by simplification, feature relevance, and explanation by example, 
and conclude with a brief summary.

Fig. 5 XAI framework depicting a sequential flow of decision-making events. The proximity (local/glob-
al) and explanation type (factual/counterfactual) should be chosen in accordance with the target audience 
and data type available. The choice of explanation property is assessed by an iterative evaluation under 
the appropriate metric for both performance and explanation conveyed
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3.1 Visual explanation

Visual explanatory (VE) techniques generate explanations of the underlying model in the 
form of visuals. VE techniques can be both model-specific and model-agnostic. The model-
specific techniques reviewed are mainly constructed to interpret image-based networks 
such as convolutional neural networks (CNN). Kumar et al. (2017) propose to perform a 
deconvolution on the last layer preceding the output to extract a visual attentive map. The 
approach named CLass Enhanced Attentive Response (CLEAR) generates a graphical plot 
denoting the timeframe to which the stock-picking agent pays the most attention, along with 
a separate plot corresponding to the sentiment class of the stock. Chen et al. (2020) imple-
ment a CNN network to identify 8 common candlestick patterns which are widely used for 
technical analysis in stock market trading. The authors then perform an adversarial attack 
on regions of the feature space, to demonstrate that the model is focusing on regions similar 
to how a human would process the candlesticks. Shi et al. (2021) employ a reinforcement 
learning (RL) agent to optimize a portfolio of equities while using a temporal CNN as a 
feature extractor. The dynamic asset allocation is interpreted with Gradient-weighted Class 
Activation Mapping (Grad-CAM) (Selvaraju et al. 2017), improving over simple deconvo-
lutions by producing class-discriminative explanations, and is applicable to any deep neural 
networks.

The proposed technique outputs a localization map using gradients corresponding to the 
target label. The right plot in Fig. 6 depicts a global map highlighting each asset’s impor-
tance across the trading period. Interestingly in the left plot, the agent focuses on the worst-
performing stock, GLID the most, rather than the high-performing stocks. Here, the agent 
predicts the stock decline and reduces the allocation proportion, and indirectly increases the 
weights of high-performing stocks which in this case is the target stock, NVDA. Achituve 
et al. (2019) propose to use an attention mechanism (Vaswani et al. 2017) to compute simi-
larity scores of possibly fraudulent transactions on both feature and temporal levels and in 
return, allows for visualization at the top contributing features accounting for the model’s 
prediction.

Model-agnostic VE techniques can be integrated with any form of model architecture 
and bear a similar resemblance with feature relevance techniques. Both investigate the 
effects on the model’s output by adjusting the input features. Zijiao et al. (2022); Biecek 

Fig. 6 [left] shows a heatmap denoting the global attentiveness of individual stocks in the overall port-
folio. [right] correspondingly presents a heatmap of individual assets. The agent chooses to allocate the 
most weight of the portfolio to NVDA, while surprisingly focusing most on a declining stock, GILD. The 
agent reduces the weightage of GILD and allocates to NVDA. Adapted from Shi et al. (2021)
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et al. (2021); Zhang et al. (2022); Farzad (2019) employ Partial Dependence Plots (PDP) 
to visualize the marginal effects of features relating to corporate distress, credit scoring, 
and detecting mortgage loans defaults. The generated plots can enable a way of inferring 
if the underlying input–output relationship is linear or complex. However, PDP has often 
been criticized for its assumption of independence between features, evaluating unrealis-
tic inputs, and also conceals any heterogeneous effects of the input features. Accumulated 
Local Effects (ALE) (Apley and Zhu 2020) address the concerns of feature correlation by 
considering the conditional distribution rather than the marginal one. In particular, it accu-
mulates differences between intervals within the feature set to account for individual feature 
effects. Crosato et al. (2021) employ ALE on top of a tree ensemble model, XGBoost (Chen 
and Guestrin 2016), as well as with global Shapley values (Shapley et al. 1953) for better 
scrutability. This work deduces that the increase in profit margin and solvency ratio leads to 
lower debt default rates of small enterprises.

Zhang et al. (2022) evaluate across an arsenal of XAI techniques, encompassing the 
aforementioned, and also include Individual Conditional Expectation (ICE) for financial 
auditing purposes. ICE differs subtly from PDP in that it considers instance-based effects 
rather than averaging across all instances, making it a local approach (see Fig. 7). Zhang 
et al. (2022a) generate counterfactual explanations on credit loan applications by coupling 
unsupervised VAE with a supervised probit regression. The combined model yields a dis-
criminative latent state, corresponding to class labels of either delinquency or non-delin-
quency. The counterfactual is subsequently produced by a stepwise manipulation function 
towards the opposite class label. The authors evaluate the generated counterfactuals quan-
titatively using maximum mean discrepancy (MMD) (Zhang et al. 2022b), which measures 
the number of successfully flipped class labels as well as minimal feature changes.

3.2 Explanation by simplification

The idea of Explanation by Simplification (ES) techniques is to introduce a surrogate model 
performing uncomplicated operations. The purpose is to allow the machine learning devel-
oper to formulate a mental model of the AI model’s behavior. The surrogate model has to 
be interpretable and more importantly capture the performance of the black-box model with 
high fidelity. The latter property should be given a higher priority since there is little use for 
interpreting a low-fidelity solution. ML techniques which apply linear operations and rule 

Fig. 7 [left] shows a PDP on averaged marginal effects of total assets on the probability of statement 
restatement and [right] displays ICE, which considers instance-level relationship. Both show a negative 
relationship (Zhang et al. 2022)
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extraction are applicable as surrogate models in place of uninterpretable neural networks. 
These include decisions tree (DT) with limited depth, linear/logistic regression, K-Nearest 
Neighbors (KNN), and generalized linear models (GLM).

Local Interpretable Model-agnostic Explanations (LIME) (Ribeiro et al. 2016): is per-
haps one of the most popular explanation techniques across various use cases, including 
finance. LIME is a model-agnostic method that is used to provide insight as to why a certain 
prediction was made and can be constituted as an outcome explanation technique. Since 
LIME is a local-based technique, it only has to approximate the data points within a defined 
neighborhood, achieving a much more realistic goal instead of capturing an interpretable 
representation of the entire dataset. On a high level, LIME can be implemented as follows 
(see Fig 8): 

1. The target instance to be explained is denoted as x ∈ Rd. Uniformly sample n random 
subsets of nonzero elements of x to form local training points, z ∈ z1, z2, ..., zn, where 
zi ∈ Rd for 1 ≤ i ≤ n.

2. Derive labels f(zi) for each point using the black-box model f. The surrogate model, g 
is then trained on the derived dataset, {z, f(z)} ∈ Zn.

3. Choose a transparent surrogate model, g and train it on the dataset, Zn via Eq. 1.
4. Interpret the outputs of the transparent model on the target instance, g(x).

LIME minimizes the following loss function to optimize for both fidelity of the local model 
as well as minimal complexity.

 
explanation(x) = argmin

g∈G
[ L(f, g, πx) + Ω(g)] (1)

Fig. 8 LIME process: Predictions of black-box model are uninterpretable. The local instance in the red 
box is the target to be explained. Subsets of nonzero elements of the target instance are uniformly drawn 
to form a local dataset on which the surrogate transparent model is trained on. The prediction from the 
linear transparent model can then be interpreted by the user (Ribeiro et al. 2016)
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L represents the loss function of the surrogate model g on the labels f, weighted by proximity 
πx. Ω represents the complexity or number of features in the surrogate model. G is the set of 
all locally fitted models, where each explanation is produced by an individual local model. 
The authors additionally propose a sparse selection of features, named Submodular Pick 
LIME (SP-LIME), to present the observer with a global view, based on an allocated budget 
of maximal features to focus on. The method delivers diverse representation by omitting 
redundancy. Misheva et al. (2021); Serengil et al. (2022) use LIME on top of tree ensembles 
to identify the contributions of individual features pushing towards predicting a specific 
borrower as defaulting or successfully paying off the loan. Such explanations can be useful 
in preventing social bias by discovering any socially discriminative features on which the 
model may be focused, thereby instilling trust in the model’s usability.

Yan et al. (2019) extend LIME towards financial regulators requiring commercial banks 
to adhere to a set of financial factors, where they propose a method named LIMER (R stands 
for Regtech). The authors of LIMER argue that high acceptance of financial solutions can be 
achieved if such factors are integrated into the explainability design of the AI model. Col-
laris et al. (2018) implement model simplification by extracting logical rules from a random 
forest and select the top most relevant rules. The decision rules are extracted from a local 
dataset, derived similarly to LIME without weighting the proximity of each drawn sam-
ple. Maree and Omlin (2022b) train a recurrent neural network (RNN) to classify customer 
spending into five categories. An interpretable linear regression model was subsequently 
trained to predict the nodes formed by the RNN model. The authors then perform inverse 
regression which provides a mapping from output space to state space where the features 
responsible for categorizing customer spending can be identified.

3.3 Feature relevance

Feature relevance (FR) techniques account for the majority of the proposed explanation 
methodology we reviewed. FR techniques revolve around computing a relevance score for 
each feature, highlighting the respective contribution of the target feature either at a global 
or local scale. Rawal et al. (2023) aims to provide a novel perspective on causal explain-
ability, creating a model which extracts quantitative causal knowledge and relationships 
from observational data via Average treatment effect (ATE) estimation to generate robust 
explanations through comparison and validation of the ranked causally relevant features 
with results from correlation-based feature relevance explanations. SHapley Additive exPla-
nations (SHAP) (Lundberg and Lee 2017), motivated by the fair distribution among players 
from game theory (Shapley et al. 1953) is a highly popular FR technique, which seeks to 
estimate the fair value of each feature in contributing towards the outcome, f(x). The fair 
value, otherwise known as shapley values are determined, based on estimating the differ-
ence between the black-box function over feature subset S with and without the target fea-
ture, f(xS∪{i}) and f(xS) respectively. The difference is then averaged across all possible 
coalitions within the feature set F.

 
f(x) = g(x′) = ϕ0 +

M∑
i=1

ϕix
′
i (2)
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The final outcome is intuitively derived as an aggregate over all non-zero shapely values. 
SHAP’s popularity stems from three attractive properties: guaranteeing a complete approxi-
mation of the original model f(x) through additive feature attribution (see Eq. 2), ensuring 
non-contributing features have no impact on model output and consistency of feature values 
tracking the outcome contribution. We notice a large subset of papers reviewed has utilized 
SHAP as an explanation approach, likely given its flexibility towards explaining the model 
at both local and global scales (see Fig. 9). Dikmen and Burns (2022) incorporate SHAP 
with additional credit knowledge for the layperson to assess the logic of XGBoost’s deci-
sion in a peer-to-peer lending scenario. Müller et al. (2022) introduce RESHAPE, designed 
for unsupervised deep learning networks, which provide explanations at the attribute level. 
Such explanations can assist auditors in understanding why an accounting statement is 
flagged as anomalous. The authors evaluated RESHAPE against other variants of SHAP, 
based on metrics measuring fidelity, stability, and robustness.

Attributing to the recent frenzy in cryptocurrency which has led to a number of stud-
ies attempting to predict movements in the cryptocurrency market, Fior et al. (2022) pro-
pose an interactive dashboard providing multiple graphical tools using SHAP for financial 
experts. Babaei et al. (2022) apply SHAP to explain predictions, generated by the popular 
mean-variance Markowitz model (Markowitz 1952) which is an optimization model for 
establishing the optimal portfolio balancing between returns and risk. The generated expla-
nation provides regulators a means of asserting compliance of algorithmic automized trad-
ers, otherwise known as robot-advisors, with established rules and regulations. Demajo et 
al. (2020) incorporate Global Interpretation via Recursive Partitioning (GIRP) with SHAP 
as a global interpretability technique. GIRP uses the importance values generated by SHAP 
to further extract meaning insights from tree models, and the method is compared against 
a boolean rule technique in a credit scoring use case. Bussmann et al. (2021) construct a 
tree-like visual explanation with TreeSHAP (Lundberg et al. 2018), specifically designed 
for ensemble trees with an improvement in computational efficiency. The produced struc-
ture allows users to visualize clusters of similar outcomes describing company default 
risk. Yasodhara et al. (2021) compare TreeSHAP against impurity metrics using information 
gain, on ensemble tree models for investment quality prediction.

Fig. 9 [left] Values of feature importance at a global level for the ML model’s decision in credit card ap-
proval. [right] An example of instance-level, E(f(X)) represents the model’s base prediction if no features 
were considered, and f(x) represents the final prediction after summing the contributing features (ϕi

) (Rizinski et al. 2022)
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Gramegna and Giudici (2020) identify relevant features leading to consumers’ decision 
on purchasing insurance and further clusters them into least to most likely groups with 
Shapley values. Bussmann et al. (2020) similarly implement SHAP to explain XGBoost’s 
classification of credit risk, while comparing it against an interpretable logistic regression 
model. Other studies include discovering the relationship between corporate social respon-
sibility and financial performance (Lachuer and Jabeur 2022), customer satisfaction (Rallis 
et al. 2022), GDP growth rates (Park and Yang 2022), stock trading (Benhamou et al. 2021; 
Kumar et al. 2022), financial distress (Tran et al. 2022), market volatility forecast (Weng et 
al. 2022) and credit evaluation (Rizinski et al. 2022; Bueff et al. 2022; Fritz-Morgenthal et 
al. 2022).

Wand et al. (2022) perform K-means clustering on historical S&P 500 stock information 
to identify dominant sector correlations that describe the state of the market. This work 
applies Layer-wise Relevance Propagation (LRP) (Bach et al. 2015), after transforming 
the clustering classifier into a neural network since LRP is designed to work specifically 
with neural network architectures. Carta et al. (2022) prune unimportant technical indica-
tors using different configurations of a permutation importance technique, before imple-
menting decision tree techniques for stock market forecasting. The proposed technique was 
compared with LIME and demonstrated better reliability. Bracke et al. (2019) introduce a 
set of feature relevance techniques, Quantitative Input Influence (QII) (Datta et al. 2016) 
to compute interaction effects between influential features and additionally for each multi-
class label. The authors additionally evaluated the ability of the XAI technique with five 
questions relating to each individual audience class. All of the XAI methods shown thus 
far are implemented in the post-modeling stage, while the work of Islam et al. (2019) is an 
example pertaining to pre-modeling where the identification of relevant features takes place 
before constructing the black-box model. This work explores the set of features relating to 
mortgage bankruptcy and performs feature mapping against a set of widely-used credit con-
cepts. The utility of such an approach is confirmed through empirical evaluations.

As pointed out before, contrastive explanations are usually preferred. End-users sub-
jected to an unfavorable AI model’s decision would prefer a solution to the problem rather 
than a fact-based explanation which may present multiple possible reasons, giving little use 
to the explanation receiver. An explanation providing changes to be made such that the out-
come can be reversed towards the favorable is referred to as a counterfactual explanation. 
Counterfactuals are derived by computing small changes to the input features continuously 
until the outcome is altered to the target class. Cho and Shin (2023) first identify significant 
features, attributing to bankruptcy through SHAP, and subsequently generates an optimal 
set of counterfactuals using Genetic Algorithm (GA). The loss optimized by GA composes 
of objectives describing desirable properties of a good counterfactual outcome, includ-
ing minimizing the size of altered features and maximizing the feasibility of the outcome. 
Grath et al. (2018) additionally provide positive counterfactual explanations, describing the 
required changes to the current inputs that would instead reverse the loan approval to rejec-
tion. Such explanations can provide some form of safety margin for the user to be mindful 
of. Vivek et al. (2022) used various technique from DiCE De Bruin et al. (2009) to generate 
counterfactuals under five different experimental conditions. The experiment aims to iden-
tify and study the effects of the causal variables in the fraud detection of ATM transactions.
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3.4 Explanation by example

Apart from techniques that identify feature relevance on varying scales or approximate with 
a surrogate model, another form of explanation exists by selecting representative samples 
to illustrate the model’s behavior. Such techniques can be classified as Explanation by 
Example (EE). One such technique includes prototype-based explanations. Prototypes can 
be regarded as representatives of the entire dataset, chosen based on similarity and impor-
tance in the overall decision-making of the model. Demajo et al. (2020) implement proto-
dash (Gurumoorthy et al. 2019), a gradient-based algorithm in a credit loan application to 
select top m prototypes, of which the top two are selected, with m being 6. The resulting 
outcome is a number of representative prototypes and each instance can be represented by 
either generated prototype in the clusters. In this case, the proportions of allocated instances 
were balanced between both prototypes. The number of prototypes is a hyperparameter to 
be fine-tuned. A higher value of m is frequently used where the complexity of the problem 
is a concern, albeit raises the risk of overfitting, while a lower value is used in simpler sce-
narios but incurs the risk of underfitting.

For example, in the credit loan dataset, the selection of two prototypes was considered 
too little by domain experts who instead prefer 3-4 as being sufficiently representative of 
the evaluated dataset. Davis et al. (2022) similarly extract representative instances using 
KNN and generates insights on out-of-sample instances by looking for similarities with the 
representative points. Additionally, the data points for computing the distance are instead 
replaced with Shapley values, taking into account the importance of input features. Repre-
sentative samples are generally suitable if the user is interested in determining the types of 
patterns or behavior found in the dataset while being relatively fast and straightforward to 
implement.

3.5 Summary of numerical features

The above-mentioned approaches should be chosen according to the task at hand and the 
target audience. VE techniques, such as deconvolution and Grad-CAM, are less commonly 
used in the financial industry due to their limited applicability to networks other than CNNs. 
However, ALE, PDP, and ICE can be suitable approaches for financial analysts who might 
want to study the relationship between individual features and the model’s outcome. ES is a 
straightforward approach that delegates the interpretability problem to a less complex surro-
gate model, though it incurs the additional cost of ensuring the faithfulness of the surrogate 
model. FR techniques allow users to observe each feature’s contribution to the black-box 
prediction. Both global and local explanations serve different purposes for individual audi-
ences. However, in situations where each feature equally contributes to the model outcome, 
such explanations might not be very helpful depending on the objective of the explana-
tion. For example, a declined credit loan approval may have multiple features such as prior 
default, debt-to-income, and household capital contributing equivalently to the outcome. 
Such an explanation does not offer an obvious course of action for the applicant. EE tech-
niques are particularly useful when the user wants a small set of representative samples to 
explain the model’s outcome. This can provide a fast and straightforward explanation, but 
it has limited usefulness.
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4 XAI for textual information

In this section, we review models operating with textual information. We note that the 
papers pertaining to this area represent the minority in the overall literature. When it comes 
to data preparation, textual data generally require additional pre-processing works such as 
stop word removal, stemming, lemmatizing, and tokenization. In terms of feature extrac-
tion, the semantics, and syntax structure around text is important and have to be learned to 
fully capture the information conveyed, unlike numerical features which are readily usable. 
Models suitable for training from textual data are also limited to a smaller subset of avail-
able techniques. Nevertheless, unstructured data such as text are in abundance. If properly 
processed, textual data can be used to derive informative signals such as market sentiment 
and emerging trends (Ma et al. 2023). Textual data are commonly classified under alterna-
tive information, which comes in a wide variety of sources including social media, online 
reviews, blog posts, and news headlines (Kolanovic and Krishnamachari 2017), in contrast 
to non-alternative information which refers to data commonly utilized for financial analysis. 
Fortunately, a wide variety of explanation techniques exist which are compatible with tex-
tual information. Conveniently, textual information is applicable for XAI techniques deliv-
ering explanation via text generation, which can be preferable for the layperson as natural 
language provides an easier form of interpretation as compared to statistical graphs.

4.1 Text explanation

Text explanation techniques provide clarity in the form of generating informative textual 
statements to assist in the understanding of the model’s behavior. The generated text can 
either be re-generated text statements by using some form of generative model or replacing 
selected words in the original sentence. Srinivasan et al. (2019) utilize Generative Adversar-
ial Networks (GAN) to produce text statements that seek to align with user-defined inputs. 
Specifically, the explanation can take two different objectives, either converting actionable 
text to educational text or vice versa. The actionable text briefs audiences on optimal actions 
to consider, based on real-world responses from human responses on multiple loan applica-
tion scenarios while the latter seeks to educate the audience on reasons attributing to the 
response. The transfer of objectives from one to another is analogous to the implementation 
of style transfer on images, a popular application of GANs that translates the style of an 
instance to the target image while retaining the content. Figure 10 shows a snippet of an 
example, the proposed method can identify the semantics behind the statement and relay the 
relationship between consistency and time, while knowing if the current income is above 
or below the required threshold. Wang et al. (2023) presents a novel and straightforward 
method for generating high-quality text embedding using synthetic data with fewer than 
1000 training steps. This approach contrasts sharply with existing methods, which typically 
require multi-stage intermediate pretraining involving billions of weakly-supervised text 
pairs, followed by fine-tuning with a handful of labeled datasets. Notably, their method 
eliminates the need for constructing complex training pipelines or depending on manually 
collected datasets, which are often limited by task diversity and language coverage.

Yang et al. (2020) generate plausible counterfactual text sentences with a transformer 
architecture, trained under contextual decomposition. The explanation technique, derived 
from Sampling and Contextual Decomposition (SCD) (Jin et al. 2019), performs different 
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actions including inserting, removing, or replacing words that are representative of the con-
text in the statement, based on the target objective. The high-level idea of counterfactual gen-
eration involves identifying the most relevant word and replacing it with an antonym from a 
reference dictionary and continues until the outcome is reversed. The proposed transformer 
outperforms even human experts in classifying financial articles on merger & acquisition 
event outcomes. Yuan and Zhang (2020) generate text explanations using a state-of-the-
art natural language generation Transformer decoder, GPT-2 (Radford et al. 2019), while 
fulfilling soft constraints of including keywords. The proposed technique, soft-constrained 
dynamic beam allocation (SC-DBA) extracts keywords corresponding to various levels of 
predicted market volatility using a separate network on harvested news titles. The quantita-
tive measurement is evaluated based on the fluency and utility of the explanation produced.

Koa et al. (2024) propose to perform financial adaptation on a much larger 13 billion 
parameter-sized LLM. The training includes both supervised fine-tuning (SFT) and PPO, 
an RL-based technique to align the model toward forecasting stock price movements and 
generating plausible textual explanations. The proposed framework consists of three stages: 
summarize, explain, and predict, (SEP). Through an extensive evaluation, the approach out-
performs both DL and LLM models. The RL training was also shown to be useful in refining 
the explanations toward providing truthful rationales behind the outputted decision.

Du et al. (2024) proposed a contrastive learning framework to learn the nuanced differ-
ences between positive and negative samples for the stock price movement prediction of a 
target stock. The framework selects both positive and negative samples from historical data 
that present similar trends to the target stock over a seven-day trading period. The key dif-
ference is that the positive sample has the same future price movement direction as the target 
stock, while the negative sample diverges in the future movement direction. The authors 
also integrated attention mechanisms to highlight the differences in textual and numerical 
features between positive and negative samples. This approach allows domain experts and 
end users to better evaluate the prediction by comparing stocks with similar historical trends 
but different future movements. The attention mechanism further explains the feature rel-
evance between the positive and negative samples and the target stock.

Fig. 10 [Top] Transfer of educating statement to actionable statements advising applicant on actions to 
take such that the subsequent loan application can be approved. [Bottom] Transfer of original statement 
highlighting actions to educating statement conveying the reason for rejected loan application (Srinivasan 
et al. 2019)
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4.2 Visual explanation for text

Besides interpreting through text, users can understand through the form of visuals, which 
makes the use of attention a particularly attractive option. Attention was first introduced 
when it was used to consider correlations between words in a sentence in a parallel fashion 
and is a primary component in the Transformer architecture (Vaswani et al. 2017). Trans-
formers are notably suitable for processing long sequences of text and through the use of 
attention. They are computationally efficient compared to RNN-based models. It so hap-
pens that, computing attention scores of each word serves as a natural form of interpreta-
tion, by allowing users to visualize how the network is capturing information from the 
input text (Han et al. 2022). Representative works in this area employ attention to highlight 
regions of text sentences that are deemed relevant for the output. Yang et al. (2018) utilize 
dual-level attention with Gated-Recurrent Units (GRU) (Chung et al. 2014), processing 
both inter-day and intra-day embedding of news titles relating to S&P 500 companies. The 
attention module assigns a relevance score to each news article and the authors additionally 
construct a knowledge graph conducting concept mapping between relevant entities as a 
visual explanation.

Corresponding to dual-level attention, Luo et al. (2018); Lin et al. (2021) propose a 
hierarchical attention model at both the word and sentence level and produced explanations 
in the form of a heatmap, highlighting relevant text. The proposed method, FISHQA was 
trained to detect loan arrears from financial text statements, similar to the compared base-
lines. The uniqueness of the proposed method lies in providing FISHQA with additional 
user queries. The model was able to highlight regions of the statement corresponding to the 
set of expert-defined concepts. This form of explanation allows users to verify if the model 
is focusing on the correct terms relating to the concept at hand (refer to Fig. 11).

Along the lines of hierarchical attention, Lin et al. (2021) introduce a quantitative mea-
sure to evaluate the precision and recall of captured against various lexicon dictionaries and 
expert annotated lists. The approach, analogous to the former study can be seen as an extrin-
sic process of ensuring the correctness of concept identification, by capturing words associ-
ated with financial risk. Deng et al. (2019) implement knowledge graphs to provide a visual 
linkage between event entities extracted from stock news articles. The approach offers users 
a visual understanding between the feature’s relationship and the corresponding prediction.

Ito et al. (2020) introduce GINN, an interpretable neural network. The network is 
designed in a way that each layer represents different entities such as words and concepts at 
the node level. The approach identifies words attributing to the predicted sentiment labels, 
as well as the concepts it belong to.

Fig. 11 FISQHA: hierarchical attention model, different colors relating to different financial concepts, 
grey - company, light brown - executives, red - financing, blue - litigation, teal - personnel (Luo et al. 
2018)
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4.3 Summary of textual information

TE techniques aim to augment existing input text or generate new text based on given 
inputs. Such explanations are commonly preferred since natural language is easily under-
stood by humans if the explanation is concise and accurate. However, textual explanations 
may fail to capture the nuanced relationships between input features and model decisions. 
This can be especially detrimental and counterproductive to domain experts whose goal is 
to discover further improvements based on the provided explanations. Textual explanations 
might also require additional processing work to ensure fluency, coherence, and unambigu-
ity. VE techniques in these works leverage the utility of attention to provide a glimpse into 
how the model is representing the input text, and the use of hierarchical attention allows for 
a more refined analysis. However, since attention captures the relationship between each 
word or sentence, such explanations might be overwhelming if the set of explainable fea-
tures is too large. Audiences who are not well-versed in heatmaps or attention scores may 
have difficulty understanding the provided visuals.

5 XAI for hybrid information

The remaining studies implementing post-hoc explanation techniques utilize a combination 
of both textual and numerical/technical features. With respect to instance-level explana-
tions, Bandi et al. (2021) combine the sentimental analysis of text with technical analy-
sis of historical stock prices to train a random forest stock forecasting model, explained 
through LIME. The resulting explanation computes a set of relevant feature values and 
news wording corresponding to the respective outcome. Similarly, Gite et al. (2021) imple-
ment LIME with LSTM-CNN and accurately identify attentive words in consonant with the 
target sentiment. Liu et al. (2020) predict the possibility of litigation on financial firms from 
examining 10-K financial reports and numerical indicators concerning the firm’s account-
ing knowledge. The authors additionally carry out an ablation study on the utility of hybrid 
information as opposed to individual and validated the initial approach. Correspondingly, 
the explanation served to regulators is framed as the identification of text leading to the sus-
picion of insider trading, with the help of an attention mechanism. Zhang et al. (2020) adopt 
the practice of shapley values and further integrate external knowledge regarding truth fac-
tors, namely Truth Default Theory (TDT) (Levine 2014) to detect information fraud. The 
explanation module incorporates both shapley values and TDT to generate a report high-
lighting numerical contributions of features as well as a text explanation.

A union of explanation by simplification and feature relevance was proposed by Cong 
et al. (2021); Ghosh and Sanyal (2021). Ghosh and Sanyal (2021) implement both LIME 
and SHAP, offering a global and local explanation of market fear prediction in the Indian 
financial market. Maree et al. (2020) use SHAP and identify textual information to be more 
important for classifying financial transactions and further perform clustering to identify top 
contributing keywords. Cong et al. (2021) interpret an RL-trained agent’s behavior in algo-
rithmic trading. The resulting explanation enables experts to focus on time-dependent vari-
ables alongside consideration of non-linearity effects, which are reduced to a small subset 
of initial variables. The learned policy is simplified via policy distillation, onto the space of 
linear regressions such that an interpretable Lasso regression model can be used as an inter-
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pretable approximation. Subsequently, k-degree polynomial analysis is conducted to select 
salient features, with k acting as an additional flexibility for the developer to decide. Ong 
et al. (2023) utilize aspect-based sentiment analysis to study the relationship between stock 
price movement and top relevant aspects detected in tweets. The polarity of each aspect is 
derived from a SenticNet-based graph convolutional network (GCN) (Liang et al. 2022). 
The proposed method can be seen as analogous to the feature relevance technique, aimed 
at deriving top contributing aspects with polarity values. The proposed work focuses on the 
relationship between financial variables instead of making financial predictions. Such infor-
mation can allow for further analysis, leveraging the relationship between the price move-
ment of individual stocks and individual sentiment of popular terms detected in tweets.

Hybrid information combines the utility of both numerical and textual information, 
which can lead to better performance and an increase in the number of compatible expla-
nation techniques. For example, text generation techniques can be used to generate natu-
ral language explanations for non-technical audiences, facilitating ease of understanding, 
while feature relevance approaches can be utilized to identify top contributing factors in 
the feature domain for technical experts. Models working with both numerical and textual 
information can also benefit from a performance point of view if such information can be 
processed without the risk of overfitting.

However, it may be difficult for models to seamlessly perform with hybrid information, 
as it ultimately depends on the task at hand and may require complex feature engineering. 
For instance, the utility of text information largely depends on the source and often requires 
a significant amount of preprocessing before the data can be useful. The combination of 
both text and numerical features may increase the complexity of the explanation and end up 
being counterproductive. Such issues limit the inclusion of textual information in use cases 
such as stock trading or market index predictions. Nonetheless, we note that leveraging 
hybrid information to provide explanations can be a promising approach if the aforemen-
tioned issues are addressed.

6 Explainability in transparent models

The remaining studies look at instigating explainability from inherently transparent models. 
These models are typically restricted to ML models performing linear operations or rule 
extraction. The medium of explanation in transparent models is by nature model-specific, in 
the sense that the same mode of explaining how a model functions to an audience likely can-
not be reused by a different model. The usability of transparent models in complicated tasks 
is largely restricted due to their poor predictive strength. Nevertheless, transparent models 
still remain an attractive option if sufficient performance can be guaranteed.

Linear/Logistic Regression: Linear regression model is among the earliest ML models 
to be used for quantitative analysis. The prediction outcome can be easily derived as a 
weighted aggregate of input features. As such, the outcome can naturally be interpreted by 
inferring from the coefficients, Wi which serves as a quantitative measure of feature impor-
tance for the outcome. Attributing to the linearity assumption, the output y can be derived 
as such:

 y = W0 + W1x1 + W2x2 + ...Wnxn + ϵ (3)
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One can easily interpret the outcome as “By increasing feature xi by one unit, the output 
increases by Wi”. On the other hand, the logistic regression model is interpreted in a slightly 
different manner, since the output is bounded between [0,1], a logistic function is used. 
Logistic regression looks at the probability ratio between both outputs: “Increasing one 
unit of xi is equivalent to increasing P (y=1)

P (y=0)  by exp(Wi)” (Molnar 2020). Dumitrescu et 
al. (2022) address the trade-off between accuracy and interpretability by incorporating deci-
sion trees with logistic regression acting as the main operational backbone. The technique is 
coined as Penalised Logistic Tree Regression (PLTR). PLTR extracts binary variables from 
short-depth DTs, all the while establishing sparsity through a penalized lasso operation. The 
proposed model is able to account for non-linear effects in a credit-scoring dataset while 
retaining interpretability by observing the top-selected rules.

Decision Trees: Decision trees are one of the most commonly used techniques in machine 
learning problems due to their simplicity and easily understandable structure. Unlike linear/
logistic regression, DT can approximate nonlinear relationships and yet remain interpretable 
via simple if-else logic. However, the transparency of tree models diminishes with increas-
ing depth, and popular ensemble tree models such as XGBoost or gradient-boosting tree 
models completely eliminate any form of interpretability. The user can interpret decision 
trees by traversing through the root node and upon arrival at each leaf node. The outcome 
can simply be explained as “if x1 is > / < threshold1 AND x2 is > / < threshold2, · · ·  
, outputs Y”. Gramespacher and Posth (2021) employ a single DT and frames the loan 
approval task as one which maximizes profit for the lender firm. Carta et al. (2021) build a 
lexicon dictionary associated with stock price variation, extracted from a dataset comprising 
both news and historical stock prices. The combined effort provides users with two forms 
of explanation, observed in a sequential rule-based manner as well as words correlated with 
the predicted market direction.

Others: Adams and Hagras (2020) construct an interactive platform, Temenos XAI 
using fuzzy logic to make financial predictions. The authors demonstrated the efficacy and 
explainability in various downstream banking and trading scenarios. The usage of fuzzy-
logic accounts for uncertainty, which is prevalent in the financial environment, and is espe-
cially useful for modeling imprecise information. The platform allows users to interpret the 
model on a global scale as well as at an instance-level, via observing the top contributing 
rules. Chen and Ye (2022) build on top of neural additive models (NAM) (Agarwal et al. 
2021) and introduces a generalized form of NAM, GGNAMS which focuses on sparse 
nonlinear interactions. GGNAMS can be regarded as an intermediate between fully con-
nected networks and logistic/linear regression with the intent being to retain linearity and 
minimize excessive interactions among features while maximizing accuracy. The additive 
components can then be interpreted similarly to LR.

Nazemi et al. (2022) similarly implement NAMs and Explainable Boosting Machine (Nori 
et al. 2019) to identify financial drivers leading to creditor recovery rates. Dumitrescu et 
al. (2022) propose a hybrid approach of combining decision trees with logistic regression, 
capturing nonlinear effects while retaining the transparency of the model’s behavior. Sud-
jianto and Zhang (2021) advocate for designing inherently transparent models in the pre-
modeling/modeling stages and suggested a qualitative template, describing properties of 
model interpretability. The intention of the template is to allow researchers to ensure model 
interpretability while designing the model architecture. As a proof of concept, this work 
designs an interpretable ReLU network while conforming to the proposed template, and 
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evaluates the network in a credit default classification task. The resulting network can be 
disentangled into a set of local linear models whose inherent transparency can be visualized 
by observing the local coefficients.

Transparent models have the advantage of being interpretable without requiring addi-
tional approaches to interpret the model or outcome. However, there exists a clear trade-off 
between desired performance and sufficient interpretability. Certain works have introduced 
approaches that combine different transparent models to achieve better performance while 
still retaining as much model transparency as possible. Transparent models remain a popu-
lar choice in the financial domain, as companies must undergo routine audits that require 
audited firms to provide accountability for their algorithmic services offered to end-users. 
Nonetheless, given the monotonic success of deep learning models, companies seeking to 
maintain their competitive edge must either improve on the existing transparent models or 
balance the performance-interpretability trade-off. A recommended approach would be to 
stick with transparent models if their performance proves sufficient and proceed with less 
interpretable models otherwise. One could also break down the task in a hierarchical man-
ner, using interpretable models for lower-level tasks and better-performing models for more 
complicated tasks.

7 FinXAI and ethical goals

In Sects. 3-6, we have reviewed different FinXAI methods and summarized their techni-
cal strengths and weaknesses, based on representative papers over the past years. In this 
section, we analyze the contributions of these FinXAI techniques to the ethical goals that 
were set out in Sect. 2.3. We also discuss some of the goals lacking sufficient study in cur-
rent FinXAI techniques. In this section, the goal of accessibility also encompasses the fact 
that developers and domain experts can easily access the decision-making mechanisms of 
complicated black-box models due to improved interpretability. This is slightly different 
from the narrative that we introduced in Sect. 2.3, which mainly focuses on accessibility 
for non-expert users. Such an extension can better explain the technical contributions of the 
reviewed works to XAI. As seen in Table 4, different explainable methods contribute to the 
ethical goals from different aspects. XAI for numerical features has proposed several meth-
ods to approach ethical goals, regarding trustworthiness, fairness, informativeness, acces-
sibility, confidence, and causality.

For VE methods, Zhang et al. (2022a) is one example that advocates for trustworthiness 
by generating counterfactual explanations, while being informative by detecting important 
features that can alter the prediction. Counterfactual explanations reveal the slightest modi-
fications that are necessary on the input data to achieve an alternative outcome. It helps to 
earn trustworthiness from target audiences because counterfactual explanations provide pos-
sible rescue measures for them to achieve their targets with minimum effort, e.g., proposing 
possible improvements to help borrowers pass the qualification review of credit agencies. 
Counterfactual explanations can also help to justify predictions besides factual explana-
tions. Both merits of generating counterfactual explanations improve the trustworthiness of 
audiences. Many VE-based approaches improve informativeness by gaining insights into 
the decision-making mechanisms of models and revealing feature correlations (Achituve et 
al. 2019; Biecek et al. 2021; Chen et al. 2020; Crosato et al. 2021; Farzad 2019; Kumar et 
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al. 2017; Shi et al. 2021; Zhang et al. 2022; Zijiao et al. 2022), because visualization takes 
the advantages of demonstrating patterns and trends of data, e.g., model parameters and 
numerical features. VE can be also used to discover valuable features (Achituve et al. 2019; 
Crosato et al. 2021; Zhang et al. 2022). It is easy to communicate with both experts and non-
domain experts by using graphical representations or visual images whenever available. 
Thus, VE also improves accessibility for broader audiences.

For ES methods, Collaris et al. (2018); Maree and Omlin (2022b); Yan et al. (2019) 
can explain why a certain prediction was made from outputs, which helps to improve the 
trustworthiness of AI predictions. Misheva et al. (2021); Serengil et al. (2022) use LIME to 
detect socially discriminative features to prevent social bias. ES is the only approach that 
was used for improving fairness in finance.

For FR methods, Babaei et al. (2022) use SHAP to improve the trustworthiness of algo-
rithmic traders in crypto markets. Cho and Shin (2023); Grath et al. (2018) generate contras-
tive explanations to explain required changes for certain predictions. Bussmann et al. (2021) 
visualizes similar outcomes that describe the risk of a company default with SHAP, while 
most SHAP-based methods (Babaei et al. 2022; Benhamou et al. 2021; Bracke et al. 2019; 
Bueff et al. 2022; Bussmann et al. 2020; Carta et al. 2022; Demajo et al. 2020; Dikmen and 
Burns 2022; Fior et al. 2022; Fritz-Morgenthal et al. 2022; Gramegna and Giudici 2020; 
Islam et al. 2019; Kumar et al. 2022; Lachuer and Jabeur 2022; Park and Yang 2022; Mül-
ler et al. 2022; Rizinski et al. 2022; Tran et al. 2022; Vivek et al. 2022; Wand et al. 2022; 
Weng et al. 2022; Yasodhara et al. 2021) improve accessibility for technical audiences by 
discovering important features. Fior et al. (2022) improve usability by constructing interac-
tive graphical tools upon SHAP, which likewise promotes accessibility. Vivek et al. (2022) 
is one of the rare works that study causal inference based on generated counterfactuals.

For EE methods, Davis et al. (2022) generate counterfactuals to explain the required 
changes, based on representative instances. The selected representatives of similar instances 
by EE methods (Davis et al. 2022; Demajo et al. 2020) can be used to select instances to 
represent a particular cluster in the output space. Similar instances aligned to such represen-
tatives can assure and improve the confidence of stakeholders.

XAI for textual information targets to improve trustworthiness, informativeness, acces-
sibility, and causality. For TE methods, Yang et al. (2020); Srinivasan et al. (2019) simi-
larly improves trustworthiness with counterfactual texts, with the latter providing alignment 
according to the user’s prompt. The alignment from educational to actionable information 
enhances information flow, especially for individuals not familiar with the service interface. 
For VE techniques operating on text, attention weights are widely used for interpretation 
purposes. Such techniques enhance informativeness and accessibility by using the attention 
weights to understand regions of focus by the underlying model (Lin et al. 2021; Luo et al. 
2018; Yang et al. 2018). On the other hand, Deng et al. (2019); Ito et al. (2020) improve the 
interpretability of graph neural networks in the financial domain.

XAI for hybrid information leverages both textual and numerical features to improve 
informativeness and accessibility. These works interpret the black-box model’s behavior 
(Bandi et al. 2021; Cong et al. 2021; Ghosh and Sanyal 2021; Gite et al. 2021; Liu et al. 
2020; Maree et al. 2020; Zhang et al. 2020), and provide textual evidence regarding predic-
tions (Bandi et al. 2021; Cong et al. 2021; Ghosh and Sanyal 2021; Gite et al. 2021; Maree 
et al. 2020; Ong et al. 2023). Adams and Hagras (2020); Carta et al. (2021); Chen and Ye 
(2022); Dumitrescu et al. (2022); Nazemi et al. (2022); Gramespacher and Posth (2021); 
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Sudjianto and Zhang (2021) implement transparent models, mitigating the need for post-hoc 
analysis, and the simplicity of such models improves upon the accessibility for non-expert 
users. Transparent models may be a suitable choice if the performance is satisfactory and 
the outcome has to be readily interpretable by non-technical stakeholders. Decision trees are 
one model which can be easily communicated to audiences without a technical background, 
given its easily understandable format.

From the above works, we can find that most of the XAI research lies in either study-
ing the underlying model’s behavior or identifying important features. Notably, the con-
notations of informativeness and accessibility goals are rich as seen in Table 4, no XAI 
technique can achieve all of the desired goals. It is therefore imperative that the XAI design 
process is tailored towards the desired goals of the target audience Fig. 3. Likewise, the 
format of presenting explanations is equally important. Non-technical audiences would very 
much prefer user-friendly visuals as compared to technical plots.

On the other hand, the ethical goal of preserving data-privacy has not been well studied 
in the works reviewed. Privacy-preserving techniques are a popular research direction, e.g., 
federated learning (Yang et al. 2019). It is a decentralized learning method that allows par-
ties to collaboratively train a model within a local environment without sharing their data 
with each other. Generating synthetic data in place of actual data for training models can 
be one such approach. One example is LIME which generates a local dataset given a target 
instance, without requiring access to other data instances. This can help to minimize the 
amount of information being accessed outside of the accountable circle. The understand-
ing of how various features lead to a certain output creates the opportunity of generating 
more synthetic data. This can be seen as a form of self-supervised learning with the purpose 
of preserving privacy. However, XAI techniques can also become a double-edged sword, 
attributing to privacy leakage instead. Such concerns are especially prevalent in techniques 
manipulating decision boundaries including SVM, K-nearest neighbors, and counterfac-
tual explanations (Sokol and Flach 2019). For example, a counterfactual explanation on 
reserving a loan application might reveal a suite of sensitive information (location, 10-year 
income, marital status) to be modified, even though such information is meant to be anony-
mized. The leaked information can be accessed by third-party providers who may be part of 
the product design or malicious hackers.

A key challenge is managing the balance between the fidelity of the delivered explana-
tion and the sensitive features altered. Data leakage goes against the privacy awareness goal 
of XAI and such events are not rare in the financial sector where there exists a constant sup-
ply of computerized bots looking to capitalize on these openings. The consequences often 
affect a large group of public stakeholders (Dellinger 2018), and the affected firm has to pay 
large fines and incur a loss of trust from their clients. In addition, overly-expressive explana-
tions may allow external competitors to reverse-engineer the models and potentially repli-
cate and improve upon them, thereby compromising the competitive edge a company holds.

XAI techniques that improve transferability are another less frequently studied area. In 
the field of general AI, transferable knowledge is usually acquired through transfer learn-
ing (Neyshabur et al. 2020), multi-task learning (Mao and Li 2021), meta-learning (He et al. 
2023), and domain adaptation (Xie et al. 2022). However, the main carrier of these learn-
ing paradigms at present is usually deep neural networks. It is difficult to acquire explain-
ability for a deep neural network by using these learning methods. In addition, knowledge 
forgetting also brings challenges to traditional neural network-based learning methods (He 
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et al. 2022). Thus, the old knowledge stored in the neural network is likely to be replaced 
by the learned new knowledge, if the old knowledge is not retained together with the new 
knowledge. In light of this, how can we leverage explainability and transferability, simulta-
neously? One possible direction is to utilize neural symbolic techniques. Neural symbolic 
AI has achieved significant impacts in natural language processing (NLP), e.g., sentiment 
analysis (Cambria et al. 2024; Zhang et al. 2024) and metaphor processing (Mao et al. 2023, 
2024). It takes the merits of both neural networks and symbolic representations. For exam-
ple, neural networks have strong generalization ability in learning feature representations. 
Symbolic reasoning enables human-understandable explanations of the system’s decision-
making process through transparency and interpretability. Since symbolic knowledge can 
be readily stored in a knowledge base permanently, it avoids the problem of knowledge 
forgetting in neural networks. A comprehensive and accurate knowledge base can weaken 
the fitting ability of the neural network. As a result, a more lightweight and transparent neu-
ral network can be used in a neural symbolic system. However, developing domain-specific 
knowledge for finance is costly. Besides, developing symbolic representations for numerical 
data is also challenging.

Finally, improving fairness, confidence, and causality is also important for ethical con-
cerns. Whereas, the FinXAI research in these areas is very limited. As noted in Table 4, 
there are not many explanation methods that approach these goals, e.g., ES for fairness with 
numerical features; EE for confidence with numerical features; and FR and TE for causal-
ity with numerical and textual features, respectively. However, it is difficult for a one-fit-all 
explanation. Hence, we highlight the importance of an audience-centric XAI technique as a 
more realistic expectation.

8 Challenges and future directions

We exploit the knowledge and insights gained from the agglomeration of FinXAI research 
conducted thus far and put forward a list of challenges and directions we consider to be 
important for readers to consider. A few of these limitations have been similarly considered 
in previous works (Chen and Storchan 2021), which have presented seven major challenges 
encountered in the context of presenting explanations to stakeholders. Some of these limita-
tions are evident from the reviewed XAI methodologies and we further elaborate on them 
and cater avenues for improvement.

8.1 Over-reliance

A means of interpreting the model can be helpful while transforming how users interact with 
data. However, it can cause users to over-rely on possibly inaccurate explanations. A survey 
was conducted to study how data scientists perceive explanations provided by different XAI 
tools and found out a large proportion tend to over-trust the explanations provided (Kaur et 
al. 2020), especially the ones which have received widespread usage. The visual explana-
tions delivered by feature relevance techniques such as SHAP, tend to be absorbed at face 
value, which can cause researchers to not question their legitimacy. Concurrently, a data 
scientist who has spent an enormous amount of time designing the AI model may already 
have prior beliefs on the outcome or model and are more inclined to accept the explanation 
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if aligned with their initial beliefs (Hohman et al. 2019). Such an occurrence is commonly 
known as confirmation bias. Over-trusting these explanations can be especially damaging 
if conveyed to the layperson and can result in the spread of misinformation to a wider 
audience. It is crucial, therefore, to distinguish between the plausibility of an explanation 
and its faithfulness (Jacovi and Goldberg 2020). The consequences of this distinction can 
vary depending on the audience and their specific goals. For instance, a stock trader who 
mistakenly trusts a falsely attributed feature as the basis for the model’s prediction could 
experience a loss of informativeness or erroneous causal reasoning from the explanation. 
Similarly, in a credit assessment scenario, an explanation might fail to identify gender as an 
influential feature, leading to the false assumption that gender is not a factor, even though 
the model might be disproportionately filtering applications based on gender.

8.2 Social aspects

As mentioned by Miller (2019), explanations are selective, the receiving users tend to only 
take a minor subset of the entire set of explanations, predominantly those that agree with 
their prior belief. This can sometimes cause the affected receiver to lose sight of the big-
ger picture and arrive at some misinterpreted conclusion. Kaur et al. (2020) notes this as 
a mismatch between the solution’s conceptual purpose and the receiver’s mental model. 
XAI tools that produce a feature ranking figure may overcloud the users with excessive 
information, thereby increasing their cognitive load and rendering the tool counterproduc-
tive. It is also observed that the amount of trust is correlated with the level of appreciation 
the receiver has in the explanation (Mohseni et al. 2021). Take for example the case of a 
rejected loan application, an under-appreciated explanation would just result in the appli-
cant resubmitting the application to a different bank, without addressing the underlying 
root cause. Humans also tend to prefer contrastive explanations as opposed to visualizing 
a large number of probable causes, thus designing the explanation to be counterfactual can 
reduce under-appreciation and rejection of XAI tools. This thus contributes to the tricky and 
audience-centric nature of explainability. Future research on human-centric explanations 
can look to draw inspiration from social sciences and the study of human psychology (Mao 
et al. 2023, 2024) to bridge the gap between the two ends of the explanation chain.

8.3 Explanation evaluation

It is evident from Table 1, 2, 3, only a small subset of reviewed works attempt to provide 
some form of quantitative measurement of the proposed XAI technique. An even smaller 
number performs a comparison between multiple XAI techniques, possibly due to model 
incompatibility and differences between the explanatory structure of individual XAI tech-
niques. Gurumoorthy et al. (2019) uses a variety of evaluation approaches, grounded on 
both statistical and human knowledge and involves experts and non-technical users, while 
admitting the limitation of ambiguity and inconsistency in human judgment. In the case of 
surrogate model explanations, the fidelity of the surrogate model can be used to measure the 
accuracy of the approximation. However, such an approach cannot be used for feature rel-
evance tools like SHAP (Amparore et al. 2021).  Jie et al. (2024) presents interpretability as 
a multi-faceted concept, with several traits, each corresponding to achieving a certain goal. 
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The authors assess the presence of these traits in natural language explanations by LLMs by 
designing specific tests, tailored towards each trait of interest.

A common basis for instilling interpretability in financial solutions goes beyond the 
social responsibilities of the provider firms but also concerns the need to comply with the 
rules and regulations laid out. Even so, the mismatch between each party’s perception of 
explanation sufficiency extends beyond the model itself and includes commonly neglected 
variables such as accountable personnel, feedback process, and personnel training proce-
dure (Kuiper et al. 2022). Hoffman et al. (2018) highlight that explanations can be seen as a 
dynamic interaction between the conveyed message and the receiver’s thought process. The 
effectiveness can be measured via goodness and satisfaction in the form of feedback upon 
receiving the message. This further exemplifies the fact that what makes an explanation 
good is largely subjective and coming to a consensus on a suitable set of metrics is no trivial 
task. Among the set of reviewed works in this paper, there exist two forms of evaluation, 
either through statistical approaches (F1-score, accuracy, and t-test) or opinions of a human 
expert. The latter is defined as plausibility and should be made distinct from faithfulness, 
which reflects how the AI model reasons about its behavior. Jacovi and Goldberg (2020) 
state that the assessment of faithfulness should be independent of human judgment and a 
common ground can be established by evaluating XAI techniques with respect to a pre-
defined set of goals, rather than on the basis of achieving universal satisfaction. Moreover, 
in financial contexts, different applications or audiences may prioritize certain aspects of an 
explanation over others (Agarwal et al. 2024).One criticized flaw in existing works on eval-
uating interpretation methods pertains to the distributional shift between training and test 
sets, as well as the infeasible requirement of retraining models. Turbé et al. (2023) creates a 
set of synthetic datasets with known discriminative features and additionally develops two 
new metrics which account for identifying top relevant time steps in terms of ranking and 
score. The proposed method takes into consideration the temporal elements in time-series 
analysis. We further note that it is imperative for future works on XAI evaluation criteria to 
precisely define the objective and target audience of the explanation.

8.4 Trade-off between performance and interpretability

It is often common to ponder “shouldn’t we deploy more transparent models if no interpret-
ability enhancement work is required?”, such an initiative is often plagued by the limited 
representativeness of transparent models. The trade-off between performance and interpret-
ability is quite commonly a major cause of the dilemma in selecting between black-box 
models and inherently transparent models. Though there exist studies that have shown that 
black-box models performing more complex operations do not necessarily lead to better 
performance (Rudin 2019; Rudin and Radin 2019), it is often the case for unstructured 
information and noisy environments such as the financial markets. XAI tools explaining 
through a surrogate model have to face the burden of ensuring both the fidelity of the sur-
rogate model and the effectiveness of the underlying AI model, all the while matching the 
required goals toward the receiving audience. In light of such a challenge, it highlights the 
necessity for a consensus metric to serve as a quantitative assessment. In general, it happens 
more often than not that the selected model at hand is more complex than required, result-
ing in additional explainability engineering. Moving forward, an efficient way of handling 
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the trade-off is to prioritize the usage of transparent models if the obtained performance is 
satisfactory and progress to a more complex model when necessary.

8.5 Better transparent models

We note that transparent models refer to models which exhibit inherent transparency with-
out the need to apply post-hoc explainability techniques. However, caution should be taken 
in the assumption of such model (Jacovi and Goldberg 2020). The inherent transparency 
is dependent on the achievable explanation goals and the explanation receiver, while there 
is much doubt surrounding truly inherently transparent models (Serrano and Smith 2019). 
Nevertheless, there are numerous studies advocating for a greater need in adopting trans-
parent models. A study by Lipton (2018) argues that transparent models are essential for 
promoting fairness in machine learning, as they allow for easier identification and mitiga-
tion of biases in the decision-making process. A team of researchers (Rudin and Radin 
2019) participated in an explainable machine learning challenge and concluded that trans-
parent models do not only sidestep the common issues of trust and misinterpretation but also 
exhibit the potential to match complex models in terms of performance on specific tasks. It 
can therefore be for the well-being of society that researchers prioritize the development of 
more sophisticated and robust transparent machine learning models that are able to balance 
the trade-off between model accuracy and interpretability.

8.6 Human-centric XAI

We note that, in order to effectively support human decision-making and ensure the inter-
pretability of AI models, there is a growing need for human-centric XAI tools that prioritize 
user understandability and usability. Explanations are interactive and should be viewed as a 
bidirectional form of communication (Kaur et al. 2020), with the XAI tool explaining to the 
user and the user reciprocating back for clarity. Incorporating Human-Computer Interaction 
(HCI) principles into the design of XAI systems is beneficial in translating interpretability, 
as HCI principles embrace user-friendly interfaces that enhance human comprehension and 
engagement. One important aspect of this is the development of interactive systems that 
enable users to actively engage with and explore XAI models, allowing them to gain a 
deeper understanding of how the models work and how they can be understood. Several 
studies have highlighted the importance of incorporating HCI principles into the develop-
ment of interactive XAI systems (Hohman et al. 2019). The results show that users had more 
trust when presented with virtual interactive explanations (Weitz et al. 2019). Some popular 
examples of interactive XAI toolkits include Microsoft AI widgets (2021) and What-if tool 
by Google (Wexler et al. 2019). Besides being an easily approachable and interpretable 
tool, interactive systems improve system usability and entice users to frequent the financial 
services provided, thus adding to the benefits of financial firms prioritizing the development 
of human-centric, interactive XAI tools.

8.7 Multimodal XAI

A less discussed avenue for improvement is in the incorporation of multimodal information, 
particularly natural language. Among the works reviewed, a large subset of processed input 
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data only involves numerical features, while the inclusion of textual information remains 
a minority. An underlying reason might be due to the redundancy of using textual data or 
the lack of substantial increase in performance while requiring additional pre-processing 
works due to the inclusion of such information. Nevertheless, there exist benefits from a 
transparency point-of-view in incorporating textual information. Danilevsky et al. (2020) 
highlighted that the separation of the underlying AI model from the explainability tool is 
less distinct since NLP models, particularly through the use of attention can produce both 
the prediction and explanation. Likewise, NLP-type explanations can be attractive for the 
layperson since they exhibit a natural feel which makes the whole process interactive and 
efficient Cambria et al. (2023). Ultimately, the incorporation of multimodal information 
entails more flexibility in crafting a good explanation and is supported by the abundance of 
textual information available. We believe the inclusion of NLP in XAI presents an exciting 
opportunity to enhance our understanding of financial models and further promote better 
transparency and trustworthiness in today’s AI models.

9 Conclusion

Overall, explainability will continue to be a critical area of focus in FinTech as compa-
nies seek to build trust and confidence with consumers and regulators alike. To conclude 
our work, we have provided a comprehensive review of XAI tools in the financial domain 
(FinXAI), highlighting the significant progress made in recent years toward developing 
explainable AI models for financial applications. This includes both inherently transpar-
ent models and post-hoc explainability techniques, the former of which we advocate for 
more improvements to be made. We provided a framework that establishes the selection of 
appropriate FinXAI tools as a sequential decision-making process, placing great emphasis 
on the audience and iterative assessment of produced explanation. The reviewed works are 
categorized according to their respective characteristics for ease of access by interested 
readers. We also examine the contributions of current FinXAI to several ethical goals, e.g., 
trustworthiness, fairness, informativeness, accessibility, privacy, confidence, causality, and 
transparency.

Though there have been many great works done thus far, the review also reveals some 
limitations and challenges associated with FinXAI. This includes appropriate metrics to 
measure both the faithfulness and plausibility of explanations, as well as issues concern-
ing the over-reliance on potentially misleading explanations. Future research should focus 
on addressing these challenges, as well as exploring new directions for FinXAI, including 
integrating NLP into explanation-generating techniques and a greater focus on inherently 
transparent models. Nevertheless, there is great potential for XAI techniques to enhance 
transparency, trust, and accountability in the financial domain. This underscores the impor-
tance of active research and development in this field.
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