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Abstract
With the prosperity of social media, toxic language spreading over social media has become an unignorable challenge for
individual mental health and social harmony. Many researchers have studied toxic language identification to control or
mitigate it. However, it still leaves a blank in the cognitive patterns of toxic language. Metaphors as a common feature in
natural language connect literal and metaphorical meanings, which could be a useful tool to study the underlying cognitive
patterns of the text. In this paper, we utilize a metaphor processing tool, MetaPro, to process a public toxic language dataset
and analyze the cognitive biases between toxic and non-toxic language, multiple levels and subtypes of toxic language as
well as toxic language mentioning different genders, sexual orientations, and races. Our study demonstrates that significant
differences exist in cognitive patterns of the above-mentioned categories and analyzes the differences with machine learning
methods.

Keywords Conceptual metaphor processing · Cognitive biases · Toxic language · MetaPro

Introduction

Language is the primary means by which humans commu-
nicate information, navigate social interactions, and express
emotions. It is inherently complex, reflecting not only the
content of what is said but also the underlying cognitive
and cultural frameworks that shape human thought [1].
This complexity becomes even more pronounced in digi-
tal communication, where linguistic nuances can amplify
misunderstandings or emotional responses [2, 3]. Spending
increasingly more time on social media, people are more
likely to get exposed to toxic language [4, 5]. Toxic lan-
guage often involves expression that is harmful, offensive,
or intended to provoke negative emotions and discomfort.
The negative impacts of toxic language have been widely
discussed and acknowledged, including causing psycholog-
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ical harm to individuals, exacerbating social divisions, and
leading to a hostile environment [6, 7]. Toxic language is
a significant concern in online platforms, where anonymity
and distance can sometimes give rise to a higher possibil-
ity of such behavior [8, 9]. However, the cognitive patterns
behind toxic language have yet to be discussed in the research
community. Cognitive patterns provide insights into the
underlying psychological mechanisms that lead individuals
to use toxic language and contribute to a better understanding
of human behavior in social interactions [10, 11]. Therefore,
studying the cognitive patterns of toxic language is essential
for preventing toxic behaviors, thereby promoting positive
communication, and fostering a healthy society.

As a pervasive language phenomenon, metaphors exist
commonly in daily communication, conveying cognitive pat-
terns unconsciously. Many of our ways of thinking and
acting are virtually represented metaphorically. Ottati et al.
[12] demonstrated that a sports metaphor increases message-
relevant elaboration and sensitivity to argument strength
among individuals who enjoy sports. Conversely, the sports
metaphor can reduce message-relevant elaboration and sen-
sitivity to argument strength among individuals who dislike
sports. Lakoff [13] analyzed how liberals and conservatives
in the USA use different metaphorical frameworks to under-
stand and discuss politics. Ang and Lim [14] found that
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metaphors used in advertising could significantly impact
consumers’ perceptions of a brand’s personality, showing
the power of metaphors in shaping consumer attitudes and
behaviors. Mao et al. [15] found that there is a moder-
ate correlation between metaphorical cognition and voting
behaviors, demonstrating how metaphors can reflect under-
lying cognitive and decision-making processes. Therefore,
a metaphor is a suitable medium for researching cognitive
patterns.

Lakoff and Johnson [16] proposed a perspective to
understand metaphors, termed Conceptual Metaphor The-
ory, where metaphors are associated with concept mappings
from target to source concepts. A target concept represents
the actual object that the speaker aims to express, which
is usually more abstract. A source concept represents the
object that the speaker compares the actual object to, which
is usually more concrete. For example, “she attacks1 his
argument.” The word attacks indicates that the speaker com-
pares argument to war. The target concept is argument,
and the source concept is war. The concept mapping is
(argument, war).2 The source concept war and the tar-
get concept argument are from different domains. This
metaphor frames argument in the war shape, associating
with aggression and weapon attributes. Concept mappings
can reveal the implicit meanings of metaphors. Besides, the
conceptualization of concept mappings enables to explain
multiple metaphors with a general description, e.g., (argu-
ment, war) also explains the metaphors in “Your claims
are indefensible” and “I have never won an argument with
him” [16]. Previous studies also have demonstrated that
concept mapping can be employed for analyzing cognition.
Crawford [17] from experimental social psychology revealed
that the associations between affect and physical domains
in conceptual metaphors could influence cognition, such
as performance on attention, memory, and judgment tasks.
Experimental studies showed that conceptual metaphors
shape context-sensitive judgments of individuals about the
meanings of idioms [18], coherent connections during text
processing [19], and response to temporal events [20].

Conceptual metaphor processing focuses on identify-
ing metaphors and then generating the target and source
concepts for understanding the concept mappings of the
identified metaphors [21]. We utilize MetaPro [22], a con-
ceptual metaphor processing tool, to identify metaphors and
generate corresponding concept mappings. According to the
survey of [23], MetaPro is the only end-to-end system capa-
ble of generating concept mappings with state-of-the-art

1 Metaphors are shown in italics.
2 We showconceptmappings in (target, source) format,where the target
and source concepts are separated by a comma. To distinguish, we
enumerate concept examples in (concept1; concept2;...;) format, where
the concepts are separated by semicolons.

performance while effectively handling a broad spectrum
of metaphor processing tasks. In this work, we processed
a publicly available English dataset for toxicity classifica-
tion sourced from a comment platform from 2015 to 2017.
This dataset has diverse labels about toxicity, such as toxicity
expressed by numeric values on a scale of 0 and 1, toxicity
subtypes, and mentioning identities. Hence, we apply the
Chi-square test for homogeneity and association rule mining
(ARM) to analyze and compare the cognitive biases between
different groups about toxicity.

In this work, we aim to address the following research
questions:

(1) Is there any significant difference in cognitive patterns
between toxic and non-toxic language, subdivided levels
and subtypes of toxic language as well as toxic language
mentioning different genders, sexual orientations, and
races?

(2) What are the preferences of target concepts, source con-
cepts, and concept mappings between the categories
mentioned above?

(3) What are the dependency and associations of concept
mappings between the above-mentioned categories?
How are conceptmappings associatedwith different cat-
egories?

Based on our experimental results and analysis, we have
derived the following key findings:

(1) There are statistically significant differences in the tar-
get concepts, source concepts, and concept mappings
between toxic and non-toxic language, subdivided levels
and subtypes of toxic language as well as toxic lan-
guagementioning different genders, sexual orientations,
and races. The findings indicate cognitive distinctions
among speakers who speak various types of toxic lan-
guage.

(2) Compared with non-toxic language, toxic language
tends to deliver more negative sentiments and inten-
tions. Metaphorical concepts in the obscene subtype
show aggressive and strong emotions, while those in
the sexual_explicit subtype involve direct physical or
sexual comparison. Metaphors in toxic language men-
tioning males concentrate on strength and control, while
those mentioning females express negative sentiments
and undermine the competence of women. Toxic lan-
guagementioning heterosexuals emphasizes naturalness
with direct metaphors, reflecting conventional views,
while toxic language mentioning homosexuality often
uses more complex concepts to reflect societal percep-
tions and actions that deviate from traditional norms.

(3) Some conceptmappings contain explicit attributes of the
corresponding categories, such as (unpleasant_person,
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difficulty) in toxic language, (part, body_part) in
the obscene subtype, (organ, reproductive_organ)
in the sexual_explicit subtype, and (cattle; chicken)
in toxic language mentioning Black people (Black is a
label in the original dataset). The associations of con-
cept mappings in toxic language mentioning males and
Whites show significant similarity, which reflects a sim-
ilar narrative of dominant groups in societal structures.

The contributions of this work are shown as follows: (1)
We analyzed the cognitive patterns of large-scale toxic lan-
guagebasedon conceptmappings generated frommetaphors.
To the best of our knowledge, this is the first attempt to
explore the cognitive patterns of toxic language and some
subdivided categories from the perspective of conceptual
metaphors. (2) We utilized certain machine learning meth-
ods to compare and summarize the experiment results of toxic
language. Some of our findings are consistent with previous
linguistic research, which can support the accuracy of our
metaphor processing system and analyzing methods. Some
findings could provide hypotheses for further linguistic or
psycho-social studies.

RelatedWork

Toxic Language Studies

Computational methods have been widely used in other
social science studies [24, 25].The studies onbiases related to
toxic language cover various aspects. Someprevious research
has studied the biases in toxic language detection system [26,
27]. This sort of bias usually appears in the scenario that some
text containing particular surface markers, such as African
American English, is more likely to be classified as toxic,
even though it does not contain toxicity. This false positive
error makes the online platforms with the toxic language
detection systemmore likely to remove content aboutminori-
ties and exacerbate the discrimination against them in real
life [28]. The social bias studied in the work of [29] is a pre-
conceived belief toward or against specific social identities.
The authors proposed a Transformer-based model to identify
and mitigate social bias.

The analysis of toxic language usually uses simple statis-
tics. [30] investigate several linguistic features of online
Dutch toxic comments and non-toxic comments, focusing
on the differences in average length, lexical diversity, and
linguistic standardness of comments. Sharma et al. [31] ana-
lyzed female-related themes of item songs in Bollywood
movies in a limited number, based onwomen’s activist theory
and cultural traditions. The frequent themes of the Top Item
Songs include the glorification of criminal activities, dis-
memberment,materialism, high libidinal drive inwomen, the

sexual objectification of women, etc. However, the biases of
cognitive patterns in toxic language have yet to be studied. In
this paper, we compare and analyze concepts generated from
metaphors in different categories, which reflect the cognitive
biases of people when they comment on various content.

Cognitive Analysis of Metaphors

As a bridge to connect target and source concepts, metaphors
can help us deliver vivid expressions, understand compli-
cated concepts, and enhance communication. Many resear-
chers have worked on cognitive studies related to target
and source concepts of metaphors. Hu and Wang [32] ana-
lyzed the target and source concepts in political documents
from two countries to show the underlying cognitive pat-
terns behindmetaphors. Chen [33] analyzed the connotations
and influence of the greenhouse metaphor on the climate
system and concluded that a new conceptual metaphor for
climate change needed to be presented, because the study
found the greenhouse metaphor ineffective in raising peo-
ple’s positive attitude towards climate change. Wang et al.
[34] explored the structural attributes of idioms with “ru”
(meaning “similar to”) in Chinese and summarized the selec-
tion restriction and metaphorical mappings between target
and source concepts. Dodge [35] evaluated target and source
concepts by pre-defined syntactic patterns from linguistic
features and external knowledge bases. The used dataset
includes text related to specific conceptual domains, e.g.,
government, bureaucracy, democracy, poverty,
taxation, and wealth. Lachaud [36] employed elec-
troencephalogram coherence to demonstrate brain activity
of conceptual metaphors during comprehension. Fu et al.
[37] constructed a non-directional reference graph to seek
the most compatible target concepts, based on the source
and contextual concepts detected from images. Li et al. [38]
proposed a data-driven and unsupervised concept generation
method, utilizing a web corpus with “like-a” and “is-a” syn-
tactic patterns. This method has limited application to other
syntactic patterns. Rosen [39] extracted features, based on
dependency relationships between a target word and its con-
text to present a source domain mapping model. However,
the source domainswere processed as one-hot vectors, which
limits the output to one of the known source domains. Han
et al. [40] integrated metaphorical concept mappings into an
explainable neural network for depression detection, show-
ing the common concept mappings that are likely to result in
depression. Mao et al. [41] uncovered the cognitive patterns
of financial analysts under different market environments
from metaphors with MetaPro, showing the common con-
cept mappings during bull and bear markets, respectively.
MetaPro has been widely used in diverse cognitive anal-
ysis domains, including the cognitive analysis of political
speech [15] and politicians [42], public perception towards
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weather disasters [43], the analysis of the CEO’s cognitive
states [44], and the comparative analysis of the concept map-
ping patterns between humans and ChatGPT [45].

Previous works on metaphors have made significant
contributions to understanding the cognitive connections
between target and source concepts. However, several limita-
tions remain.Many studies have focused on specific domains,
such as political speech or climate change, limiting their
generalizability to broader contexts of biased language and
cognition. Furthermore, methodologies relying on prede-
fined syntactic patterns or one-hot vector representations
often constrain the flexibility and depth of metaphorical con-
cept mappings, restricting the ability to uncover nuanced
cognitive patterns. This paper seeks to examine cognitive
biases present in a substantial volume of toxic language
through the lens of metaphors, using a conceptual metaphor
processing system.

Dataset Statistics

We use the dataset from the work of [46] to analyze the cog-
nitive bias from toxic language. The dataset was collected
for toxicity classification, sourced from the Civil Comments
platform, a commenting plugin for independent news sites
that was discontinued at the end of 2017. These public
comments were created from 2015 to 2017. Each record con-
tains seven toxicity-related labels (toxicity, severe_toxicity,
obscene, sexual_explicit, identity_attack, insult, and threat).
Part of the records are also annotated with 24 identity labels
(male, female, Asian, Hindu, etc). The seven toxicity-related
labels are values between 0 and 1, indicating the fraction of
human annotatorswho believed the given comment belonged
to the attribute. The last six labels are additional toxicity
subtypes. The 24 identity labels are values between 0 and 1,
indicating the fraction of human annotators who believed the
given comment mentioned the identity group.

The dataset size is 1,999,515, of which 450,000 were
annotated with identities indicating whether the comment
mentions the corresponding identity. We cleaned the dataset
by removing URLs, mentions, and hashtags in the text.
MetaPro can process at most 512 tokens after Byte-Pair
Encoding [47]. The very short text cannot provide suffi-
cient context for accurately identifying metaphors. Thus, we
selected the text with 30∼200 words. After MetaPro pro-
cessed the dataset, we screened out 1,036,106 records with
concept mapping outputs. We found some records where
toxici t y = 0 but additional toxicity subtypes �= 0. After
checking the background information of the annotation pro-
cess, we regarded these records as ambiguous and removed
them. For 10,616 records with the same cleaned text but dif-
ferent toxicity-related and identity labels, we calculated the
averages as the values of their numerical labels, removed the

duplicates, and retained one record for each clean text. The
final size of the analyzing dataset is 1,015,290. The numeric
toxicity-related labels can provide more refined information
about toxicity. The 24 identity labels give various perspec-
tives to analyze the textwithmetaphorical conceptmappings.
The large size of the dataset supports us in using statistical
machine learningmethods to find potential cognitive patterns
in the text.

Figure 1 shows the distribution of 31 labels in this dataset.
Considering each label has numerous records with 0 values,
we display them with the y-axis on a logarithmic scale. Half
of the labels show a similar trend of skewed to the right in
the distribution, such as seven toxicity subtypes, bisexual,
physical_disability, and intellectual_or_learning_disability.
These categories have a concentration of data points toward
the lower values on the scale, suggesting a prevalence of
lower toxicity or identity mentioned in this dataset. Labels
of female, homosexual_gay_or_lesbian, Muslim, Black, and
White show left skewness. This suggests that a significant
portion of the data for these labels is clustered at the higher
end of the scale, indicating that this dataset contains large
numbers of comments highly likelymentioning these groups.

Methods

MetaPro

We employed MetaPro [22], a metaphor processing tool to
detect metaphors for each sentence and generate concept
mappings formetaphorical ones.MetaPro containsmetaphor
identification [48], metaphor interpretation [49], and con-
cept mapping generation [50] modules. The latest version of
MetaPro is improved by a metaphor processing-tailored pre-
trained task, termed anomalous language modeling [51]. The
metaphor identification detects metaphors on the token level.
Next, the metaphor interpretation module paraphrases the
metaphors into their literal counterparts. Finally, the concept
mapping generation module abstracts the target and source
concepts from the paraphrases and the original metaphors,
respectively. The final output of concept mappings is formu-
lated as “a target concept is a source concept.” For example,
given “my car drinks gasoline,” MetaPro identifies drinks
as a metaphor. Next, drinks is paraphrased as “consumes”
in the context. Finally, utility is bodily_process is
generated, where utility is abstracted from “consumes”;
bodily_process is abstracted from drinks.

Chi-square Test for Homogeneity

The Chi-square test for homogeneity is used to determine
whether the frequency distribution of certain events observed
in different groups is the same. In this paper, the test has the
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Fig. 1 Distribution plot on toxicity and identity labels. The y-axis is on a logarithmic scale

null hypotheses that the two groups have the same target
concept, source concept, or concept mapping preferences.

The Chi-square statistic is calculated as follows:

χ2 =
n∑

i=1

(Oi − Ei )
2

Ei
, (1)

where Oi is an observed value, and Ei is an expected value.
In our experiments, Oi and Ei represent the percentage of
each concept or concept mapping in two categories (XX and
non-XX, e.g., toxic and non-toxic). Then, we can obtain the
p-value based on χ2 and degrees of freedom (length of the
corresponding categories). If the p-value is less than 0.05,
we can reject the null hypotheses that the two groups have
the same target concept, source concept, or concept mapping
preferences.

The Chi-square test for homogeneity has several assump-
tions that need to be satisfied to ensure valid results. Each
observation in the dataset is independent. The data for test
is in the form of frequencies for categorical variables. All
expected frequencies are 5 or more. The samples are drawn
randomly from the populations to avoid bias. The categories
within the variable are mutually exclusive, meaning each

observation falls into onlyone category.Thenumbers of com-
paring variables and categories are fixed. Our dataset satisfies
all the assumptions of the Chi-square test for homogeneity.

Concept Frequency Comparison

The frequency of target concepts, source concepts, and
concept mappings gives us a general perspective of each cat-
egory.We calculated the frequency of target concepts, source
concepts, and concept mappings in two categories (XX and
non-XX, e.g., toxic and non-toxic). We concentrate on the
concepts and mappings with the most different frequencies
between the two categories. Therefore, for concepts andmap-
pings that exist in both categories, we selected concepts or
mappingswith the largest and smallest frequency ratios in the
two categories for subsequent data analysis. For concepts and
mappings unique in one category, we selected those with the
largest frequency in the corresponding category for subse-
quent data analysis. We remove concepts that occur in both
categories ≤ 2 times to focus more on frequent concepts. It
is worth noting that we only select the concepts and map-
pings with the most significant differences for comparison
and analysis.
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Association Rule Mining

ARM, first proposed by [52], is an unsupervised learning
technique utilizing a rule-based approach to discover inter-
esting relationships between valuable features from a large
dataset. It quantitatively describes the influence of object A
occurrence on object B occurrence. Our study aims to use
ARM to reflect the dependency and connection among con-
cept mappings under different categories. ARM provides us
with creative hypotheses and intuitive deduction of the cogni-
tive patterns at a more micro level in the subsequent sections.

Some related terms need to be introduced before our anal-
ysis. Let Ti be a set consisting of all the concept mappings in
one record, where i = 1, 2, ..., n. n is the total number of the
records in the dataset. An association rule is in the form of
X ⇒ Y , which means X implies Y . X ,Y are sets of concept
mappings, and X ∩ Y = ∅. X is called antecedent, while Y
is called consequent.

Support of an association rule is the probability of X and
Y simultaneously shown in the concept mapping set of one
record. Support shows the frequency of an association rule
in the dataset. We calculate Support in the following for-
mula:

Support = P(XY ) =
∑n

i=1 I {(X ∪ Y ) ⊆ Ti }
n

, (2)

where I is an indicator equaling 1 when the corresponding
condition is satisfied, or else it equals 0.

Confidence of an association rule is defined as the proba-
bility of Y given X . It reflects the strength of an association
rule. We calculate Con f idence in the following formula:

Con f idence = P(Y |X) =
∑n

i=1 I {(X ∪ Y ) ⊆ Ti }∑n
i=1 I {X ⊆ Ti } . (3)

Lift of an association rule is defined as the fraction of the
probability of Y given X to the probability of Y . It reflects the
enhanced influence of the association rule on the consequent.
We calculate Li f t in the following formula:

Li f t = P(Y |X)

P(Y )
=

∑n
i=1 I {(X ∪ Y ) ⊆ Ti }∑n

i=1 I {X ⊆ Ti } ∑n
i=1 I {Y ⊆ Ti } .

(4)

Cognitive Biases Between Toxic
and Non-Toxic Language

Following the instructions of [53], we consider records with
toxici t y ≥ 0.5 as positive (toxic), the rest of which is nega-
tive (non-toxic).Basic statistics are shown in Table 1.Thedefi-
nitionsof low-toxicandhigh-toxiccategorieswill be introduced
in “Cognitive Biases Between Level of Toxicity” section.

We run Chi-square tests for homogeneity on the target
concepts, source concepts, and concept mappings in toxic
and non-toxic language. The three p-values are all less than
0.05. Thus, we reject the null hypotheses that the toxic and
non-toxic languages have the same target concept, source
concept, or concept mapping preferences. The findings indi-
cate cognitive distinctions among speakers who use varying
types of toxic language.

Figure 2 shows the frequency comparison of target con-
cepts, source concepts, and concept mappings between toxic
and non-toxic language. We select concepts or concept
mappings that show significant differences between two cat-
egories. When multiple concepts or mappings exhibit the
same difference, all are included in the figures, resulting
in varying numbers of concepts or mappings across the
frequency comparison figures. To demonstrate the com-
parison, we use a logarithmic scale on the x-axis. Thus,
the actual differences between bars are much more sig-
nificant than they look. The target concepts much more
frequent in toxic language are negative or related to con-
tentious topics (policeman; defecation; denunciation).
Those in non-toxic language are more neutral in sentiment
(exemplar), relating to everyday objects (city; wom-
ans_clothing; fixed_charge). The source conceptsmore
frequent in toxic language are provocative (simpleton;
rabble) to demean or convey explicit sexual connotations
(masochist; female_genitalia; erectile_organ). The
concept mappings much more frequent in toxic language are
more offensivewith belittling ormocking tendencies, such as
(body_part, erectile_organ); (unpleasant_person,
difficulty); (unpleasant_person, fecal_matter);
(basic _cognitive_process, flatterer). Those in non-
toxic language are more descriptive, aiming to explain or
enhance understanding, such as (irregularity, parity);
(state, large_indefinite_quantity); (transforma-
tion, event). For example, “I included this with my
testimony to city council on /3/17 when they were dis-

Table 1 Statistics of basic
toxicity categories

Categories Toxicity range No. of records % in dataset % in toxic language

Non-toxic (0, 0.5) 933833 91.97697% −
Toxic [0.5, 1] 81457 8.02303% −
Low-toxic [0.5, 0.75) 64972 6.39935% 79.76233%

High-toxic [0.75, 1] 16485 1.62367% 20.23767%
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Fig. 2 Frequency comparison between toxic and non-toxic language. The x-axis is on a logarithmic scale

cussing the recovery [improvement] plan.” The generated
concept mapping is (transformation, event). The source
concept transformation and paraphrased word [improve-
ment] describe the change of the conditions, while recovery
emphasizes the plan is an essential event.

Tables 2 and 3 show the top 10 association rules gen-
erated from toxic and non-toxic language, respectively.
(part, leftfielder)⇒ (formation, social_group) and
(parity, leftfielder) ⇒ (formation, social_group)
frequently exist in toxic language. They suggest a connec-

Table 2 Top 10 association rules of concept mappings in toxic language ranked by support, confidence, and lift

Antecedent Consequent Support Conf. Lift

(improvement, abstraction) (formation, social_group) 0.00266 0.71854 47.24000

(PART, LEFTFIELDER) (FORMATION, SOCIAL_GROUP) 0.00204 0.50303 33.07130

(sensing, appearance) (possession, action) 0.00160 0.66327 35.49777

(PARITY, LEFTFIELDER) (FORMATION, SOCIAL_GROUP) 0.00114 0.55030 36.17873

(blood_sport, activity) (nonreligious_person, occultist) 0.00101 0.87234 507.55881

(nonreligious_person, occultist) (blood_sport, activity) 0.00101 0.58571 507.55881

(DOCUMENT, ACCOMPLISHMENT) (PRAISE, PEOPLE) 0.00075 0.63542 136.92893

(EXTREMITY, LINE) (BASIC COGNITIVE PROCESS, HIGHER COGNITIVE PROCESS) 0.00053 0.62319 159.13184

(large_indefinite_quantity, transaction) (size, importance) 0.00050 0.71930 28.87722

(MALE, MALE_OFFSPRING) (UNPLEASANT_PERSON, DIFFICULTY) 0.00050 0.51250 363.01489

We highlight the key rules of our analysis in bold. Conf. is short for Confidence
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Table 3 Top 10 association rules of concept mappings in non-toxic language ranked by support, confidence, and lift

Antecedent Consequent Support Conf. Lift

(improvement, abstraction) (formation, social_group) 0.00223 0.70375 90.98554

(sensing, appearance) (possession, action) 0.00189 0.62057 30.74636

(large_indefinite_quantity, transaction) (size, importance) 0.00106 0.77769 26.46333

(blood_sport, activity) (nonreligious_person, occultist) 0.00080 0.86012 901.46390

(nonreligious_person, occultist) (blood_sport, activity) 0.00080 0.83502 901.46390

(SYSTEM, COMPUTER_NETWORK) (STRONGBOX, DEVICE) 0.00049 0.74637 1113.38716

(STRONGBOX, DEVICE) (SYSTEM, COMPUTER_NETWORK) 0.00049 0.73802 1113.38716

(act, attribute) (magnitude_relation, relation) 0.00044 0.50433 474.75461

(activity, musical_performance) (region, geographical_area) 0.00043 0.75233 337.43923

(chromatic_color, wood) (decision_making, action) 0.00042 0.60815 87.66764

tion between individual roles (leftfielder) and broader
social context (social_group), reflecting a cognitive pattern
where toxic language tends to link personal roles with social
structures. (extremity, line) ⇒ (basic_cognitive_pro-
cess, higher_cognitive_process) indicates a toxic mind-
set where extremity or linearity narrows basic and higher
cognitive processes. It suggests an inflexible approach to
cognitive activities, potentially hindering creative thinking
or open-mindedness within the toxic language context. The
(male, male_offspring) ⇒ (unpleasant_person, dif-
ficulty) rule might imply a negative impression where
males and their male offspring are associated with being
unpleasant individuals and causing difficulties in toxic lan-
guage. This interpretation also suggests sexist bias and
negative perception of males and their male offspring in the
toxic context.

(system, computer_network) and (strongbox, de-
vice) are mutually enhanced in non-toxic language. Their
Li f t reaches up to 1113.39, indicating that the two con-
ceptmappings are strongly associated. The occurrence of one
concept mapping provides substantial information to boost
the likelihood of the other concept mapping occurring. This
association may imply a non-toxic context where systems,
computer networks, strongboxes, and devices are involved
in technological security measures to ensure data without
toxic contaminants.

In summary, the critical differences between toxic and
non-toxic language in using metaphors lie in their intended
focuses and effects. Toxic language possibly tends to harm
with explicitly hostile or insulting metaphors. In contrast,
non-toxic language aims to inform, explain, or enhance
understanding with neutral or constructive metaphors. Some
previous natural language processing research [54, 55] also
demonstrated the correlation between toxicity and nega-
tive sentiment by multiple experiments. Zhang et al. [56]
prevented large language models from generating harm-
ful information by intention analysis and chain-of-thoughts,

which supports our findings that intentions of toxic and non-
toxic language are distinct.

Cognitive Biases Between Level of Toxicity

To refine the cognitive details of toxic language, we sepa-
rate toxic language into low-toxic and high-toxic categories,
defined by toxicity∈ [0.5, 0.75) and toxicity∈ [0.75, 1]. The
basic statistics of the two categories are shown in Table 1.

We run Chi-square tests for homogeneity on the target
concepts, source concepts, and concept mappings in low-
toxic and high-toxic language. The three p-values are all less
than 0.05. Thus, we reject the null hypotheses that the low-
toxic and high-toxic languages have the same target concept,
source concept, or concept mapping preferences. The find-
ings indicate cognitive distinctions between different levels
of toxic language.

Figure 3 shows the frequency comparison of target and
source concepts between low-toxic and high-toxic language.
The target and source concepts in low-toxic language reflect
everyday concerns and experiences, focusing on socio-
economic issues (money; debt; poverty) and physical
perceptions (portrayal; perceptibility; sight). In high-
toxic language, the metaphors related to strong sentiments
(darling; satisfactoriness)3 or technical and profes-
sional contexts (ejection; mechanics; physical ther-
apist; electronic_equipment; geological_process).
They may trigger strong emotional responses or be used to
attack someone’s capabilities or actions in a particular area.

Tables 4 and 5 show the top 10 association rules of
concept mappings generated from low-toxic and high-toxic
language, respectively. It is reasonable to observe that the
rules in Table 4 are similar to those in Table 2 since low-toxic

3 For example, let us just coddle [treat] these idiotic standoff perps and
let them have their way. The source concept for coddle is darling.

123



Cognitive Computation            (2025) 17:65 Page 9 of 21    65 

Fig. 3 Frequency comparison between low-toxic and high-toxic language. The x-axis is on a logarithmic scale

language accounts for 80% of toxic language. (cosmetic,
makeup) ⇒ (location, unpleasant_person) suggests a
judgmental perspective where using cosmetics or makeup is
unfairly linked to the presence of unpleasant people involved
in inappropriate activities in dubious locations.

(male, male_offspring) ⇒ (unpleasant_person,
difficulty) and (extremity, line)⇒ (basic_cognitive_
process, higher_cognitive_process) are top rules in
toxic and high-toxic language, but not in low-toxic lan-
guage. These two rules are relatively intuitive for negative
explanations. Besides, more concept mappings with nega-
tive sentiment tendencies are shown in Table 5, indicating
that high-toxic language contains more negative cognition
patterns.

(unpleasant_person, seed) maps the impact of an
unpleasant person to the growth of a seed. (unpleas-
ant_person, seed) ⇒ (activity, work) implies that the
presence of an unpleasant person might affect the produc-
tivity of work-related activities. The rule (assets, pouch)
⇒ (enough, boundary) possibly suggests a misguided
approach to resource exploitation, connoting a toxic intent

of crossing moral or ethical boundaries in managing finan-
cial assets.

To sum up, high-toxic language often focuses on con-
tentious or societal critique themes,while low-toxic language
revolves aroundmore daily, socio-economic, or abstract con-
cepts. Metaphors in high-toxic language serve to express
strong sentiments, often damaging or confrontational, while
those in low-toxic language aim to engage in relatively ratio-
nal or constructive discourse.

Cognitive Biases Among Subtypes of Toxicity

We extract records with subtypes ≥ 0.5 and toxici t y ≥ 0.5
as positive records for corresponding subtypes of toxicity to
study their cognitive biases. Table 6 shows the size of each
subtype and their percentage in toxic language. The subtypes
are notmutually exclusive. One record of toxic languagemay
belong tomultiple or zero subtypes. Therefore, the sumof the
percentage is not 100%.Here,we show the analysis of the two
most characteristic subtypes, the obscene and sexual_explicit
subtypes.

Table 4 Top 10 association rules of concept mappings in low-toxic language ranked by support, confidence, and lift

Antecedent Consequent Support Conf. Lift

(improvement, abstraction) (formation, social_group) 0.00291 0.71863 49.09664

(part, leftfielder) (formation, social_group) 0.00205 0.50763 34.68136

(sensing, appearance) (possession, action) 0.00166 0.66258 34.30194

(blood_sport, activity) (nonreligious_person, occultist) 0.00114 0.86047 462.03421

(nonreligious_person, occultist) (blood_sport, activity) 0.00114 0.61157 462.03421

(parity, leftfielder) (formation, social_group) 0.00111 0.53333 36.43715

(document, accomplishment) (praise, people) 0.00072 0.61039 134.43469

(large_indefinite_quantity, transaction) (size, importance) 0.00057 0.72549 29.00711

(COSMETIC, MAKEUP) (LOCATION, UNPLEASANT_PERSON) 0.00049 0.76190 213.37274

(device, list) (utility, action) 0.00048 0.67391 67.77938
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Table 5 Top 10 association rules of concept mappings in high-toxic language ranked by support, confidence, and lift

Antecedent Consequent Support Conf. Lift

(improvement, abstraction) (formation, social_group) 0.00170 0.71795 41.09509

(sensing, appearance) (possession, action) 0.00133 0.66667 41.16105

(parity, leftfielder) (formation, social_group) 0.00127 0.61765 35.35386

(UNPLEASANT_PERSON, SEED) (ACTIVITY, WORK) 0.00103 0.50000 70.44872

(document, accomplishment) (praise, people) 0.00085 0.73684 146.34750

(EXTREMITY, LINE) (BASIC COGNITIVE PROCESS, HIGHER COGNITIVE PROCESS) 0.00079 0.72222 212.60417

(communication, person) (object, soil) 0.00073 0.57143 376.80000

(purpose, indication) (definite_quantity, digit) 0.00067 0.61111 279.83796

(MALE, MALE_OFFSPRING) (UNPLEASANT_PERSON, DIFFICULTY) 0.00067 0.57895 212.08772

(ASSETS, POUCH) (ENOUGH, BOUNDARY) 0.00067 0.50000 329.70000

The Obscene Subtype in Toxic Language

For Chi-square tests and concept frequency comparison in
subtypes of toxicity, we compare one subtype with the com-
plement set of that subtype with respect to the whole toxic
language. We run Chi-square tests for homogeneity on the
target concepts, source concepts, and concept mappings in
obscene and other toxic language. The three p-values are all
less than 0.05. Thus, we reject the null hypotheses that the
obscene and other toxic languages have the same target con-
cept, source concept, or concept mapping preferences. The
findings indicate cognitive distinctions between the obscene
and other toxic languages.

Figure 4 shows the frequency comparison of source con-
cepts and conceptmappings between obscene and other toxic
language. Compared with other toxic language, the source
concepts in obscene language are more direct, provoca-
tive, and carry stronger emotive connotations (difficulty;
female_genitalia; denunciation). Concept mappings
in obscene language, e.g., (communication, difficulty);
(worthlessness, fecal_matter) reflect a more con-
frontational and explicit style of expression. The choice of
metaphors reflects the norms and dynamics of the context.
Metaphors in obscene language are typically used in more
informal and aggressive contexts to express strong emotions,
while metaphors in other toxic language might be effective
in vividly illustrating points and provoking thought.

Table 6 Statistics of toxicity subtypes

Subtypes of toxicity No. of records % in toxic language

Severe_toxicity 7 0.00859%

Obscene 5107 6.26957%

Sexual_explicit 2038 2.50193%

Identity_attack 6953 8.53579%

Insult 59247 72.73408%

Threat 1083 1.32954%

Table 7 shows the top 10 association rules of obscene sub-
type in toxic language. Different from the above-mentioned
categories, rules involving three concept mappings appear
frequently in subtypes of toxic language. The Con f idence
of some rules reaches up to 1.0, indicating that the consequent
concept mapping always occurs given the presence of the
antecedent one. These phenomena imply a stronger associa-
tion among concept mappings whenwe narrow the analyzing
domain. (cocktail, action) is a frequent antecedent,which
may imply a scenario where the consumption of cocktails
leads to harmful or aggressive actions. One consequent
(part, body_part) suggests specific body parts involved
during these actions.Another consequent (direction, posi-
tion) might imply a chaotic correlation intended to create
confusion about direction or position in an obscene environ-
ment. (follower, device) ⇒ (activity, fight) implies
an obscene event where individuals such as follower use
a device to engage in aggressive activity, such as online
or physical fights. This rule suggests a negative influence,
where vulnerable individuals might be pressured into mali-
cious events.

The Sexual_explicit Subtype in Toxic Language

We run Chi-square tests for homogeneity on the target
concepts, source concepts, and concept mappings in sex-
ual_explicit and other toxic language. The three p-values
are all less than 0.05. Thus, we reject the null hypotheses
that sexual_explicit and other toxic language have the same
target concept, source concept, or concept mapping prefer-
ences. The findings indicate cognitive distinctions between
sexual_explicit and other toxic language.

Figure 5 shows the frequency comparison of target con-
cepts, source concepts, and concept mappings between sex-
ual_explicit and other toxic language. In sexual_explicit lan-
guage, the target concepts (erectile_organ; inflamma-
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Fig. 4 Frequency comparison between obscene and other toxic language. The x-axis is on a logarithmic scale

tory_disease), source concepts (gender; acne), and con-
cept mappings ((body_part, erectile_organ); (inflam-
matory_disease, acne); (unpleasant_person, fema-
le_ genitalia)) focus on more direct and crude physical
or sexual comparisons. In contrast, other toxic language
employsmetaphors to emphasize, critique, or negatively por-
tray various abstract concepts.

Table 8 displays the top 10 association rules of concept
mappings generated from sexual_explicit in toxic language.
One frequent association rule is (organ, reproduc-
tive_organ) ⇒ (bodily_process, consumption). This
rule implies a toxic scenario where organs mapped to repro-
ductive organs are linked with mere bodily processes and
consumption. It suggests an objectifying mindset stripping
humanity of individuals, reducing individuals to physiolog-
ical functions, and reinforcing harmful stereotypes.

Similar to the obscene subtype, (cocktail, action)
is a frequent antecedent of (part, body_part) because
obscene language and sexual_explicit language might have
some cognitive patterns in common. Additionally, the con-
cept mapping (part, body_part) is also evoked frequently
by (cognition, person), (burning, action), and (qual-
ity, acknowledgment). The associations might involve
sexualization, where body parts are used inappropriately for
demeaning purposes, contributing to a toxic atmosphere. It
can also be interpreted as an emphasis onphysical appearance
and associated judgments, such as body shaming. Body parts
are used to criticize and ridicule individuals based on their
actions and cognition. These rules suggest a toxic culture of
body-related criticism and negativity.

The strong association among (physics, automatic_
firearm), (expert, celestial_body), and (force, device)

Table 7 Top 10 association rules of concept mappings generated from obscene in toxic language ranked by support, confidence, and lift

Antecedent Consequent Support Conf. Lift

(male, male_offspring) (unpleasant_person, difficulty) 0.00509 0.76471 45.94533

(COCKTAIL, ACTION) (PART, BODY_PART) 0.00196 0.62500 14.77720

(improvement, abstraction) (formation, social_group) 0.00157 0.88889 122.69069

(COCKTAIL, ACTION) (DIRECTION, POSITION) 0.00157 0.50000 8.89721

(sensing, appearance) (possession, action) 0.00137 0.63636 33.16234

(force, device) (expert, celestial_body) 0.00117 1.00000 464.27273

(FOLLOWER, DEVICE) (ACTIVITY, FIGHT) 0.00117 1.00000 268.78947

(expert, celestial_body) (force, device) 0.00117 0.54545 464.27273

(terrestrial_planet, artifact) (high_status, degree) 0.00117 0.54545 32.39112

(physics, automatic_firearm) (expert, celestial_body) (force, device) 0.00098 1.00000 851.16667
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Fig. 5 Frequency comparison between sexual_explicit and other toxic language. The x-axis is on a logarithmic scale

might indicate a power relationship within a sexually explicit
context. The expertise (expert) and technological elements
(physics, device) could represent sources of power, while
force and automatic_firearm represent aggression and
control. These interpretations suggest that wielding power
aggressively potentially leads to harmful consequences.

Cognitive Biases Among Toxic Language
Mentioning Genders

Similar to subtype labels, we extract records with identi t y
groups ≥ 0.5 and toxici t y ≥ 0.5 as positive records for
corresponding identity groups. The basic statistics for labels

Table 8 Top 10 association rules of concept mappings generated from sexual_explicit in toxic language ranked by support, confidence, and lift

Antecedent Consequent Support Conf. Lift

(ORGAN, REPRODUCTIVE_ORGAN) (BODILY_PROCESS, CONSUMPTION) 0.00442 0.69231 37.12955

(cocktail, action) (part, body_part) 0.00442 0.56250 6.94773

(COGNITION, PERSON) (PART, BODY_PART) 0.00343 0.70000 8.64606

(BURNING, ACTION) (PART, BODY_PART) 0.00343 0.50000 6.17576

(force, device) (expert, celestial_body) 0.00294 0.75000 152.85000

(QUALITY, ACKNOWLEDGMENT) (PART, BODY_PART) 0.00294 0.75000 9.26364

(expert, celestial_body) (force, device) 0.00294 0.60000 152.85000

(PHYSICS, AUTOMATIC_FIREARM), (EXPERT, CELESTIAL_BODY) (FORCE, DEVICE) 0.00245 1.00000 254.75000

(PHYSICS, AUTOMATIC_FIREARM), (FORCE, DEVICE) (EXPERT, CELESTIAL_BODY) 0.00245 1.00000 203.80000

(FORCE, DEVICE), (EXPERT, CELESTIAL_BODY) (PHYSICS, AUTOMATIC_FIREARM) 0.00245 0.83333 212.29167
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mentioning gender, sexual orientation, and race are shown in
Table 9. Our research emphasis is highlighted in bold.

Toxic LanguageMentioningMales and Females

We run Chi-square tests for homogeneity on the target
concepts, source concepts, and concept mappings in toxic
languagementioningmales/females and other genders. Here,
“other gender” (without a dash) has different meanings
from the label “other_gender” (with a dash) in Table 9.
In Table 9, “other_gender” means other genders excluding
males, females, and transgender, while “other gender” in the
former context means non-XX genders, including all the
other gender-related labels in the original dataset. We also
use similar expressions in the following sexual orientation
and race groups. The three p-values are all less than 0.05.
Thus, we reject the null hypotheses that the toxic language
mentioning males/females and other genders have the same
target concept, source concept, or concept mapping prefer-
ences. The findings indicate cognitive distinctions between
toxic language mentioning males/females and other genders.

Figure 6 shows the frequency comparison of target con-
cepts and concept mappings between toxic language men-
tioning males and other genders. The target concepts in toxic
language mentioning males cover physical (performance;
flash; database) and biological (hominid; articula-
tor; offspring) domains, while those in toxic language
mentioning other genders focus on psychological states
(occultist; loss_of_consciousness; despair; isola-
tion; anxiety). Concept mappings in toxic language men-
tioning males ((criminal, attacker); (frightfulness,
ill_health); (legal_action, seriousness); (fear,

refrigerator); (load, disparagement)) may linkmales
to roles, actions, or states that involve power and control.
Concept mappings in toxic language mentioning other gen-
ders ((placental, bovine); (motor_vehicle, vogue);
(structure, person); (primitive, immorality); (so-
cial_ control, sound)) indicate a focus on societal roles,
appearances, and behaviorswith connotations of judgment or
stereotyping. Metaphors in toxic language mentioning males
may aim to challenge notions of strength and control. In
contrast, those mentioning other genders concentrate more
on societal stereotypes or emotional judgments, potentially
reinforcing traditional biases.

Figure 7 shows the frequency comparison of target con-
cepts, source concepts, and concept mappings between toxic
languagementioning females and other genders. Some target
concepts in toxic language mentioning females cover pro-
fessional roles (expert; intellectual; physicist) and
emotional states (offensiveness; despair). The source
concepts in toxic language mentioning females contain more
negative sentiment (dislike; discourtesy) and sexual rela-
tion (sexual_desire; wild). The conceptmappings in toxic
language mentioning females, such as (change, creat-
ing_by_removal); (change_of_state, adjustment);
(war, activity); (offensiveness, average), tend to
link females to abstract concepts. The toxic language men-
tioning females focuses on expressing negative sentiments
and undermining the competence of women. Metaphors in
toxic language mentioning females are more abstract or
subtly derogatory, potentially making the toxic expression
require more interpretation but still harmful. In contrast,
metaphors mentioning other genders tend to use more con-
crete metaphors, with direct belittlement or stereotype.

Table 9 Subset statistics of
identity groups

Identity groups No. of positive records % in toxic language

Male 5122 6.28798%

Female 5778 7.09331%

Transgender 382 0.46896%

Other_gender 3 0.00368%

Heterosexual 263 0.32287%

Homosexual_gay_or_lesbian 2292 2.81375%

Bisexual 50 0.06138%

Other_sexual_orientation 1 0.00123%

Black 3485 4.27833%

White 5232 6.42302%

Asian 429 0.52666%

Latino 302 0.37075%

Other_race_or_ethnicity 68 0.08348%
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Fig. 6 Frequency comparison between toxic language mentioning males and other genders. The x-axis is on a logarithmic scale

Tables 10 and 11 show the top 10 association rules of
concept mappings generated from toxic language mention-
ing males and females, respectively. All their top 10 rules
involve (measure, side), (information, database), and

(frightfulness, ill_health). These three concept map-
pings describe scenarios of misrepresenting data, based on
specific sides, making skewed evaluations, and harnessing
fear to manipulate individuals mentally. The language might

Fig. 7 Frequency comparison between toxic language mentioning females and other genders. The x-axis is on a logarithmic scale
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Table 10 Top 10 association rules of concept mappings in toxic language mentioning males ranked by support, confidence, and lift

Antecedent Consequent Support Conf. Lift

(information, database) (measure, side) 0.00625 0.94118 133.90850

(measure, side) (information, database) 0.00625 0.88889 133.90850

(frightfulness, ill_health), (measure, side) (information, database) 0.00605 1.00000 150.64706

(frightfulness, ill_health), (information, database) (measure, side) 0.00605 1.00000 142.27778

(measure, side), (information, database) (frightfulness, ill_health) 0.00605 0.96875 141.76964

(information, database) (frightfulness, ill_health), (measure, side) 0.00605 0.91176 150.64706

(information, database) (frightfulness, ill_health) 0.00605 0.91176 133.43025

(frightfulness, ill_health) (measure, side), (information, database) 0.00605 0.88571 141.76964

(frightfulness, ill_health) (information, database) 0.00605 0.88571 133.43025

(frightfulness, ill_health) (measure, side) 0.00605 0.88571 126.01746

lead to unfair discrimination, misinformation, and negative
health consequences.

Furthermore, the top 10 rules of toxic language mention-
ing females also include (communication, component).
The distinctive association rules indicate a gender-specific
bias and stereotype reinforcement within the toxic lan-
guage. (communication, component) might suggest a
toxic scenario where communication plays a significant role
in concerns related to females.

Toxic LanguageMentioning Transgender

We run Chi-square tests for homogeneity on the target
concepts, source concepts, and concept mappings in toxic
language mentioning transgender and other genders. The

three p-values are all less than 0.05. Thus, we reject the null
hypotheses that the toxic language mentioning transgender
and other genders have the same target concept, source con-
cept, or concept mapping preferences. The findings indicate
cognitive distinctions between toxic language mentioning
transgenders and other genders.

Table 12 shows the top 10 association rules of con-
cept mappings generated from toxic language mention-
ing transgender. Most rules are combination of (inves-
tigation, cognition), (act, separation), and (lake,
body_of_water). (investigation, cognition) shows a
mindset to compare an investigation activity to a cognitive
activity. It might suggest that when mentioning transgen-
der topics in a toxic context, a strong emphasis exists on
intellectual cognition, possibly overshadowing empathy or

Table 11 Top 10 association rules of concept mappings in toxic language mentioning females ranked by support, confidence, and lift

Antecedent Consequent Support Conf. Lift

(frightfulness, ill_health) (communication, component), (informa-
tion, database)

0.00450 1.00000 222.23077

(communication, component), (informa-
tion, database)

(frightfulness, ill_health) 0.00450 1.00000 222.23077

(frightfulness, ill_health) (communication, component), (measure,
side)

0.00450 1.00000 222.23077

(communication, component), (measure,
side)

(frightfulness, ill_health) 0.00450 1.00000 222.23077

(frightfulness, ill_health) (measure, side), (information, database) 0.00450 1.00000 222.23077

(measure, side), (information, database) (frightfulness, ill_health) 0.00450 1.00000 222.23077

(frightfulness, ill_health) (communication, component), (measure,
side), (information, database)

0.00450 1.00000 222.23077

(communication, component), (frightful-
ness, ill_health)

(measure, side), (information, database) 0.00450 1.00000 222.23077

(communication, component), (informa-
tion, database)

(frightfulness, ill_health), (measure,
side)

0.00450 1.00000 222.23077

(communication, component), (measure,
side)

(frightfulness, ill_health), (information,
database)

0.00450 1.00000 222.23077
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Table 12 Top 10 association rules of concept mappings in toxic language mentioning transgender ranked by support, confidence, and lift

Antecedent Consequent Support Conf. Lift

(investigation, cognition) (act, separation), (lake, body_of_water) 0.00785 1.00000 127.33333

(act, separation), (lake, body_of_water) (investigation, cognition) 0.00785 1.00000 127.33333

(investigation, cognition) (lake, body_of_water) 0.00785 1.00000 95.50000

(act, separation), (investigation, cognition) (lake, body_of_water) 0.00785 1.00000 95.50000

(investigation, cognition) (act, separation) 0.00785 1.00000 76.40000

(investigation, cognition), (lake, body_of_water) (act, separation) 0.00785 1.00000 76.40000

(military_action, group_action) (action, disappearance) 0.00785 1.00000 42.44444

(lake, body_of_water) (investigation, cognition) 0.00785 0.75000 95.50000

(lake, body_of_water) (act, separation), (investigation, cognition) 0.00785 0.75000 95.50000

(lake, body_of_water) (act, separation) 0.00785 0.75000 57.30000

emotional understanding. The concept mapping (act, sep-
aration) suggests an opinion perceiving actions related to
transgender individuals as separative, emphasizing differ-
ences rather than inclusion. (lake, body_of_water) is
a relative straightforward concept mapping. It might imply
oversimplifying complex identities, stereotyping transgen-
der experiences, and overlooking the diversity of transgender
narratives.

(military_action, group_action) implies a percep-
tion that actions related to transgender topics are seen
as coordinated with collective efforts. (action, disap-
pearance) might signify an interpretation where certain
actions lead to the erasure of specific identities or narratives
within the discourse. (military_action, group_action)
⇒ (action, disappearance) might indicate a correlation
between military or group-related actions and the disappear-
ance of identity and its recognition.

The association rule (military_action, group_action)
⇒ (action, disappearance) reflects a troubling scenario
where toxic language is not just about expressing hostility
but involves organized efforts to actively erase their visibility.

This underscores the need for robust measures to protect and
support transgender individuals in various aspects of society.

Cognitive Biases Among Toxic Language
Mentioning Sexual Orientation

We run Chi-square tests for homogeneity on the target con-
cepts, source concepts, and concept mappings in toxic lan-
guagementioningheterosexual/homosexual_gay_or_lesbian
and other sexual orientations. The three p-values are all less
than 0.05. Thus, we reject the null hypotheses that the toxic
language mentioning heterosexual/homosexual_gay_or_les-
bian and other sexual orientations have the same target con-
cept, source concept, or concept mapping preferences. The
findings indicate cognitive distinctions between toxic lan-
guagementioningheterosexual/homosexual_gay_or_lesbian
and other sexual orientations.

Figure 8 shows the frequency comparison of target
concepts and concept mappings between toxic language
mentioning heterosexual and other sexual orientations. The

Fig. 8 Frequency comparison between toxic language mentioning heterosexual and other sexual orientations. The x-axis is on a logarithmic scale
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Fig. 9 Frequency comparison between toxic language mentioning homosexual_gay_or_lesbian and other sexual orientations. The x-axis is on a
logarithmic scale

target concepts in toxic language mentioning heterosex-
ual convey more negative sentiment (unsatisfactoriness;
trouble). The concept mappings in toxic language men-
tioning heterosexual tend to link to natural entities ((lake,
body_of_water); (directness, person); (tidiness,
person)), while the concept mappings in toxic language
mentioning other sexual orientation focus more on social
interactions, e.g., (social_control, action); (shar-
ing, production); (war, force); (war, protection);
(action, disappearance).

Figure 9 shows the frequency comparison of target
concepts and concept mappings between toxic language
mentioning homosexual_gay_or_lesbian and other sexual
orientations. The target concepts in toxic language mention-
ing homosexual_gay_or_lesbian aremore abstract than those
mentioning other sexual orientations. The concept mappings

in toxic language mentioning homosexual_gay_or_lesbian
that usually reflect complex societal perceptions or atti-
tudes, such as (perception, insight); (concern, state);
(consistency, concept); (inference, purpose). Con-
cept mappings in toxic language mentioning other sexual
orientations employ more direct metaphors with tangible
comparisons.

In summary, toxic language mentioning heterosexuals
employs more direct and concrete metaphors that emphasize
naturalness or straightforwardness, reflecting conventional
views and focusing on specific behaviors or traits.Metaphors
mentioning homosexual individuals often use more abstract
and complex source concepts to present societal perceptions,
roles, and actions that deviate from traditional norms. These
differences highlight how societal attitudes and biases are
reflected and reinforced through language.

Fig. 10 Frequency comparison between toxic language mentioning Black and other races. The x-axis is on a logarithmic scale

123



   65 Page 18 of 21 Cognitive Computation            (2025) 17:65 

Fig. 11 Frequency comparison between toxic language mentioning White and other races. The x-axis is on a logarithmic scale

Cognitive Biases Among Toxic Language
Mentioning Races

We run Chi-square tests for homogeneity on the target
concepts, source concepts, and concept mappings in toxic
language mentioning Black/White and other races. The three
p-values are all less than 0.05. Thus, we reject the null
hypotheses that the toxic language mentioning Black/White
and other races have the same target concept, source con-
cept, or concept mapping preferences. The findings indicate
cognitive distinctions between toxic language mentioning
Black/White and other sexual orientations.

Figure 10 shows the frequency comparison of target
and source concepts between toxic language mentioning
Black and other races. The target concepts in toxic language
mentioningBlack include actions (capture; throw; mal-
treatment). The source concepts relate to societal status
(high_status; estate), stereotypes (cattle; chicken),
and personal traits (conscientiousness; tolerance; cu-
riosity), while those mentioning other races carry negative
attributes (decline; disparagement).

Figure 11 shows the frequency comparison of target and
source concepts between toxic language mentioning White
and other races. The target concepts in toxic language men-
tioning White are more abstract. The source concepts relate
to societal status (male_aristocrat; leader) and nega-
tive concepts (disparagement; weakness; weakening).

Toxic language mentioning Black and White individuals
both involve societal roles. However, metaphors in toxic lan-
guagementioningBlack focus on stereotypes, personal traits,
and behaviors, while those mentioning White focus on neg-
ative attributes and judgments.

Table 13 shows the top 10 association rules of concept
mappings generated from toxic language mentioning White.
Compared with Table 10, we can observe that the top 10
association rules of toxic language mentioning males and
White people are quite similar. This similarity might reflect
a reinforcement of power structures and dominant narratives
within toxic language. Both males andWhite people are por-
trayed as majorities, based on existing power dynamics and
societal hierarchies, implying that speakers share the same
narratives and cognitive patterns toward these two groups.

Table 13 Top 10 association rules of concept mappings in toxic language mentioning White ranked by support, confidence, and lift

Antecedent Consequent Support Conf. Lift

(information, database) (measure, side) 0.00612 0.94118 136.78431

(measure, side) (information, database) 0.00612 0.88889 136.78431

(frightfulness, ill_health), (measure, side) (information, database) 0.00593 1.00000 153.88235

(frightfulness, ill_health), (information, database) (measure, side) 0.00593 1.00000 145.33333

(measure, side), (information, database) (frightfulness, ill_health) 0.00593 0.96875 153.59091

(frightfulness, ill_health) (measure, side), (information, database) 0.00593 0.93939 153.59091

(frightfulness, ill_health) (information, database) 0.00593 0.93939 144.55615

(frightfulness, ill_health) (measure, side) 0.00593 0.93939 136.52525

(information, database) (frightfulness, ill_health), (measure, side) 0.00593 0.91176 153.88235

(information, database) (frightfulness, ill_health) 0.00593 0.91176 144.55615
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Recognizing these associations in toxic language is cru-
cial for promoting inclusive and respectful dialogue. It is
essential to foster understanding, empathy, and a recogni-
tion of the diversity within different communities, avoiding
the reinforcement of harmful stereotypes or oversimpli-
fied associations in discussions surrounding gender, sexual
orientation, and race. Encouraging open-mindedness and
respecting individuality are vital in creating a more inclu-
sive and supportive environment.

Conclusion

This study explores the cognitive patterns of toxic language,
compares the cognitive biases between toxic and non-toxic
language, and finds interesting insights into identity cate-
gories of toxic language. We employ conceptual metaphor
processing on 1,015,290 data records sourced from a civil
commenting platform from 2015 to 2017.

Our experiment results indicate cognitive distinctions of
the target concepts, source concepts, and concept mappings
between toxic and non-toxic language, subdivided levels and
subtypes of toxic language aswell as toxic languagemention-
ing different genders, sexual orientations, and races. Toxic
language contains more negative sentiments and intentions
than non-toxic language. The obscene subtype shows aggres-
sive and strong emotions, while the sexual_explicit subtype
involves direct physical or sexual comparison.

Metaphors in toxic language mentioning females, includ-
ing concepts, such as (offensiveness; despair; dislike;
discourtesy); and the concept mapping, such as (change,
creating_by_removal)), express negative sentiments and
undermine the competence of women. Efforts should be
made to address the bias against female competence in the
job market. Roth et al. [57] conducted a meta-analysis of job
performance measures from field studies. They found that
females generally scored slightly higher than males. Other
analyses suggested that, although job performance ratings
favored females, ratings of promotion potential were higher
for males.

The frequent concept mappings in toxic language men-
tioning transgender (act, separation); (lake, body_of_
water) suggest an oversimplified perception regarding
transgender individuals as separative or equal.Diamond et al.
[58] presented more flexible and broader models of gender
identity development among transgender individuals, accept-
ing that identity development can have a linear trajectory
leading to a singular outcome or a recursive process that
accommodatesmultiple and shifting identity states over time.

Toxic languagementioning heterosexuals emphasizes nat-
uralness and conventional views with direct metaphors,
while toxic language mentioning homosexual individuals
often usesmore abstractmetaphors ((perception, insight);

(concern, state); (inference, purpose)) to comment
on phenomena that deviate from traditional norms. Simon
and Gagnon [59] offered a sociological view on homosexu-
ality, arguing against treating it as merely deviant behavior.
Instead, it proposed understanding homosexuality within the
broader context of social and sexual roles, emphasizing the
diversity and fluidity of homosexual as well as non-sexual
roles.

Our findings offer valuable hypotheses for develop-
ing toxic language research using data mining techniques.
Researchers can further verify the cognitive findings with
human-involved laboratory tests. By leveraging concept
mappings and analysis, platform operators and developers
can deploy automated systems to detect and flag toxic con-
tent, enabling more efficient performance at scale. This can
help create safer and more inclusive online environments
for users, particularly those from marginalized or vulnera-
ble communities.
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